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 The plasma parameters and characteristics of the Irvine Field-Reversed 

Configuration (IFRC) are summarized in this thesis.  Particular emphasis is placed on the 

development of the different diagnostics used to make measurements in the experiment, 

as well as the measurements themselves.  Whenever possible, actual measurements are 

used in lieu of theoretical or analytical fits to data.  Analysis of magnetic probes (B-dots) 

comprises the bulk of what is known about the IFRC.  From these B-dot probes, the 

magnetic field structure in a two dimensional plane at constant toroidal position has been 

determined, and has been found to be consistent with a field-reversed configuration.  

Peak reversed fields of approximately 250 Gauss have been observed. 
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 Further analyses have been developed to extract information from the magnetic 

field structure, including components of the electric field, the current density, and plasma 

pressure in the same two dimensional plane.  Electric field magnitudes reach 600 V/m, 

concurrent with current densities greater than 10
5
 Amps/m

2
 and thermal pressures over 

200 Pa.  Spectroscopic analysis of hydrogen lines has been done to make estimates of the 

electron temperature, while spectroscopic measurements of the Doppler broadening of 

the H line
31

 have allowed an estimate of the ion temperature.  Particle losses out one 

axial end plane measured by an array of Faraday cups quantify the how well the 

configuration traps particles.  Spectral information derived from B-dot probes indicates 

that there is substantial power present at frequencies lying between the hydrogen 

cyclotron and mean gyrofrequency.  These various measurements are used to find the 

following parameters that characterize the Irvine FRC: 

- Electromagnetic and thermal stored energies as functions of time. 

- Power balance, including input power from the field coils, resistive heating, 

power lost by particle transport and radiation, and particle and energy 

confinement times. 

- Strong correlations between magnetic fluctuations and particle loss. 
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Chapter 1: Introduction 

 

 World energy demand is forecast to rise at an average annual rate of 1.5%, and 

will probably be 44% higher than the 2006 level by 2030.
1
  Current projections of oil 

reserves
2
 are approximately 1.2 trillion barrels; at current rates of usage

3
, these reserves 

will last about 36 years, with the assumptions of no new sources found.  Since oil 

provides
4
 approximately 39% of the total energy used in the world, this (highly 

simplified) exercise indicates a looming problem in our world:  where will we get our 

energy?  Population growth, industrialization of the undeveloped world, and a finite 

supply of fossil fuels are a recipe for a paradigm shift not too far in the future. 

 

 One possible new source of energy is fusion, the same process that powers the 

sun.  Excess energy is produced when light elements fuse together to produce heavier 

elements.  The primary benefit of this energy source is an almost unlimited fuel supply.  

Unfortunately, fusion has yet to be practically implemented, due to four main aspects of 

energy flows in fusion experiments.  These issues include: 

 Heating of the plasma to thermonuclear temperatures. 

 Control of energy loss channels that cool the plasma. 

 Extraction of energy produced by fusion products. 

 Protection of plasma facing surfaces. 

 

 Many different machines have been built in attempts to induce controlled fusion 

reactions.  Concepts range from blasting pellets of frozen hydrogen with immense lasers, 
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to twisting magnetic fields in complicated three dimensional structures.  The most 

heavily studied artificial controlled fusion confinement concept is that of magnetic 

confinement, of which the Field-Reversed Configuration (FRC) is one instance.  

Machines that use magnetic fields to confine plasmas include Z-pinches, θ-pinches, 

Reversed-Field pinches, tokamaks, stellarators, spheromaks, and FRCs.  These various 

machine types differ by their manner of formation, their magnetic field topology, and 

various instabilities that they are susceptible to.  The experiment at UC Irvine was done 

on the Irvine Field-Reversed Configuration (IFRC), and further discussion will be limited 

to the FRC topology and the IFRC in particular. 

 

 FRCs address the four problems of fusion in a unique manner.  They do not 

depend on large external magnetic fields nearly as much as other fusion concepts, such as 

tokamaks and stellarators.  This means that for a given amount of input energy, more can 

go to heating the plasma.  FRCs also possess a simple cylindrical geometry, which makes 

construction relatively uncomplicated.  Magnetic field lines are open at the edges of the 

confinement region; these open lines provide a pathway for unconfined charged particles 

to quickly leave the plasma edge and be directed towards an energy generation region of 

a machine.  The separation of energy source and sink regions also greatly simplifies 

machine design. 

 

 It has not proved easy to keep FRCs hot however.  Energy loss channels, such as 

particle transport, are larger than in other machine designs like tokamaks and stellarators.  

Minimization of these losses is the goal of most FRC research today.  To do this, accurate 
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measurements of basic plasma quantities are needed, such as the spatial and temporal 

evolution of the magnetic field, plasma density, temperature and particle losses.   

 

 This thesis is intended to address what is known the equilibrium properties of the 

IFRC, how energy moves in the plasma, and possible causes of particle transport.  

Chapter 2 discusses the fundamentals of the FRC topology, while Chapter 3 describes the 

Irvine FRC in particular.  Chapter 4 introduces the particular diagnostics that are used to 

measure plasma parameters.  Chapter 5 details some of the numerical methods that are 

used to find the basic plasma parameters described in Chapter 6.  Chapter 7 introduces 

secondary quantities that are found by various manipulations of our basic parameters.  

The heart of the thesis is covered in Chapters 8-10.  The plasma resistivity, stored energy, 

loss terms and confinement times are found in Chapter 8, while an analysis of the spectral 

content of different diagnostics is covered in Chapter 9.  Chapter 10 identifies strong 

correlations between these magnetic fluctuations and particles losses, and Chapter 11 

summarizes the physics results and offers some conclusions. 
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Chapter 2: Field Reversed Configurations 

 

 Field-Reversed Configurations (FRCs)
5
 describe a subset of magnetic fusion 

experiments where the magnetic field that confines the plasma is primarily formed by 

currents that flow in the plasma itself.  This differentiates it from other experiments such 

as tokamaks and stellarators, which have large magnetic fields formed by external 

currents.  FRCs are further defined by a cylindrically symmetric current loop with self-

generated fields that have no toroidal components.  This separates FRCs from 

spheromaks, which are also self-organized but have magnetic field components in all 

three dimensions.  This chapter will cover the equilibrium field structure of FRCs, how 

they are formed and confined, and how they tend to die. 

 

 
Figure 2.1

6
:  Two Dimensional FRC Magnetic Field Profiles 
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2.1  FRC Equilibrium 

 FRCs are cylindrically symmetric magnetic field structures that have a finite axial 

extent, with a poloidal cross section depicted in Figure 2.1.  Equilibrium profiles of the 

magnetic field consist of nested toroidal surfaces that are surrounded by straight field 

lines.  The center of the current channel that forms the closed magnetic field surfaces is 

located at a radius rnull where the axial magnetic field switches signs.  The boundary 

where closed field lines become open field lines is called the separatrix, denoted rs.  

There are several different analytical models that describe FRCs, ranging from one 

dimensional rigid-rotor profiles
7
 to refinements of two dimensional Hill‟s vortex 

solutions
8
.  The model that this thesis will use is the one dimensional rigid-rotor profile 

because of its similarities to observed plasma parameters, and further comparisons and 

discussions will be based upon it alone. 

 

 The one dimensional rigid-rotor profile distribution function fj for particle species 

j is given by 

 

𝑓𝑗  𝑟, 𝑣  =  
𝑚𝑗

2𝜋𝑇𝑗
 

3
2

𝑛𝑗  𝑟 𝑒𝑥𝑝⁡{−
𝑚𝑗

2𝑇𝑗
 𝑣 − 𝜔𝑗     × 𝑟 }, 

(2.1) 

 

where r is the radial coordinate, v the velocity, and mj, Tj, nj, and ωj the particle mass, 

temperature, density, and angular velocity respectively.  This distribution function has 

been shown
7
 to satisfy the Vlasov-Maxwell system of equations, which can be written as: 

   

 



 6 

 (𝑣 ∙ 𝛻)𝑓𝑗 +
𝑒𝑗

𝑚𝑗
(𝐸  + 𝑣 × 𝐵  ) ∙ 𝛻𝑣𝑓𝑗 = 0, (2.2) 

 𝛻 × 𝐸  = 0, (2.3) 

 
𝛻 × 𝐵  = 𝜇0  𝑒𝑗  𝑣 𝑓𝑗𝑑𝑣 

𝑗

, 
(2.4) 

  𝑛𝑗𝑒𝑗
𝑗

~ 0. (2.5) 

In the system above, E and B are the electric and magnetic fields, ej is the particle charge, 

and 𝜇0 is the vacuum permeability.  These equations describe a system that is quasi 

neutral and in equilibrium, with no temporal gradients.  The rigid-rotor profile is a 

solution to these equations when spatial gradients in the azimuthal and axial directions 

are assumed to be zero.  Equilibrium profiles for Bz, Er, and n can be found after 

substitution of the rigid-rotor distribution into the Vlasov-Maxwell system of equations 

and are given by 

 
𝐵𝑧 𝑟 = 𝐵0  1 +  𝛽𝑡𝑎𝑛𝑕⁡{

𝑟2 − 𝑟0
2

𝑟0∆𝑟
} , 

(2.6) 

 
𝐸𝑟 𝑟 = −𝑟𝜔𝑒𝐵𝑧 −

𝑇𝑒
𝑒

𝑑 𝑙𝑛 𝑛(𝑟)

𝑑𝑟
+
𝑚

𝑒
𝑟𝜔𝑒

2, 
(2.7) 

 𝑛 𝑟 =
𝑛0

𝑐𝑜𝑠𝑕2{
𝑟2 − 𝑟0

2

𝑟0∆𝑟
}

. (2.8) 

In the previous equations, r0 is the null radius, n0 is the peak density, and B0 is a constant 

that measures the asymmetry between peak magnetic fields inside and outside of the null.  
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 The ratio of thermal to magnetic energy is given by the variable β, written 

analytically as 

 
𝛽 ≡

2𝜇0𝑛0  𝑇𝑗𝑗

𝐵0
2 . 

(2.9) 

These profiles are plotted in Figure 2.2 for B0 = -9.5 Gauss, Ti + Te = 6 eV, n0 = 2.6E14 

cm
-3

, r0 = 21.3 cm, Δr = 10.4 cm, and ωe = 2E4 rad/sec. 

 
Figure 2.2:  Equilibrium plots from rigid-rotor profile for typical IFRC parameters, 

showing the (a) plasma density, (b) axial magnetic field, and (c) radial electric field.  

Theoretical profiles are plotted with the solid lines, with experimentally measured data in 

crosses.  Data are from the NCP dataset at 36.2 microseconds and z = -3 cm.  See Chapter 

3.4 for the dataset description. 
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2.2  Formation and Failure 

 The key component to any FRC is a confined axisymmetric toroidal current that 

flows in plasma.  There are several methods that have been used in experimental devices 

to generate and confine this current.  The most common method is an inductively 

generated electric field that drives the plasma current.  The electric field can be produced 

by transformer action from an interior solenoid, rapid current reversal in a θ-pinch, or by 

rotation of a radial magnetic field (RMF).  Experiments that use interior solenoids include 

TS-4
9
 
46

, CSS
10

 
11

 and IFRC.  Field-reversed θ-pinch experiments include the FRX series 

at Los Alamos
12

 
13

 and the LSX
14

 experiment at the University of Washington.  The TCS 

machine
15

 
16

, also at the University of Washington, creates FRCs by the RMF method.  

Other formation methods include the merging of spheromaks such as MRX
17

 
18

 and SSX-

FRC
19

 
20

 and the trapping of neutralized ion beams in a reverse θ-pinch at the FIX
21

 
22

 

experiment in Japan. 

  

 A current ring cannot confine itself radially, due to an innate radial pressure 

imbalance in the absence of other external forces. Radial confinement is generally 

accomplished by currents that point in the opposite direction of the plasma current and 

are located at a larger radius than the plasma current.  These confinement currents can be 

induced in a flux conserving shell or can be driven in external coils.  Axial confinement 

is maintained by field line tension, and can also be aided by passive or active external 

mirror field coils. 
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 There are a number of ways that FRCs can fail.  The most basic is caused by force 

imbalances in the formation period, which cause the current ring to expand radially (blow 

out) and hit the vacuum vessel.  This is a failure in equilibrium control, and is very 

common on the IFRC when currents in the flux and limiter coils are not balanced 

properly.  Judicious choices of current distributions practically eliminate this failure 

mode.  Several MHD instabilities have been observed and studied
23

; the most common of 

these are the n  =1 tilt mode
24

 and the n = 2 rotational instability.
5
  The tilt mode has 

proved to be a relatively minor problem in current FRC research, probably due to finite 

Larmor-radius effects.  The n = 2 instability has been documented on a number of 

different experiments, and is usually seen experimentally as a periodic oscillation in the 

line density as measured by interferometers. 

  



 10 

Chapter 3: Machine Description 

 

 The Irvine Field Reversed Configuration (IFRC), shown below, is a machine 

housed at the University of California, Irvine.  Work has been done on this experiment 

since 2004, with between two and three graduate students working on it full time as well 

as numerous undergraduate summer students.  This chapter will cover the physical 

description of the vacuum chamber and supporting auxiliary systems, the power storage 

and delivery systems, the field coils, and the data acquisition system. 

 
Figure 3.1:  Irvine FRC 

From left to right: Erik Trask, Wayne Harris, and Thomas Roche 

 

 We use a right handed cylindrical coordinate system on the IFRC with variables 

(r, θ, z).  The origin is at the geometric center of our vacuum chamber, with the axial 
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direction, denoted by variable z, measuring the distance along the cylindrical axis of the 

machine.  The +𝑧  direction points towards the north end of our machine; the +𝜃  

direction points in a counter-clockwise manner when looking at the origin from positive 

axial positions.  The positive radial direction is defined in the usual sense, with the radial 

coordinate r increasing with increased distance from the z axis.  Though this machine and 

thesis generally use cylindrical geometry to describe spatial locations, there are some 

terms borrowed from toroidal geometry.  The word poloidal is sometimes used to 

describe features that lie in a 2D plane at constant angle θ; for example the amount of 

axial trapped flux in the FRC is called the poloidal flux.  The words toroidal and 

azimuthal describe quantities that vary or point in the  𝜃  direction; for example the main 

plasma current points in the −𝜃  direction and is called the toroidal or azimuthal current. 

 

3.1  Physical Parameters 

 The IFRC machine is similar to the initial design the Coaxial Slow Source 

experiment at the University of Washington,
10

 with two concentric solenoids that are not 

connected in parallel with each other.  There are four separate physical windings that 

make up the IFRC field coils, as shown in Figure 3.2.  The two concentric solenoids 

define the machine center and symmetry direction.  The inner (flux) coil has dimensions 

of 1.3 meters and a radius of 10 cm; there are four parallel windings with a pitch of 20 

turns per meter for a total of 80 turns.  The outer (limiter) coil is made up of six 

aluminum straps connected in parallel to each other, with a radius of 40 cm and an axial 

extent of 60 cm.  Each strap is 5 cm wide and 3 mm thick, and is separated from the next 

by a gap of 5 cm.  The last two windings are the mirror coils which define the axial limits 
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of the plasma volume.  They are centered on z = ± 30 cm, and extend from r = 15 to 

r = 38 cm.  Currents in the flux and limiter coils flow in the +𝜃  direction; magnetic fields 

in the interior of each solenoid are induced in the +𝑧  direction.  The mirror coils are not 

actively driven.  Induced currents create magnetic fields with a mirror-type topology that 

usually is anti-aligned with the limiter field. 

 
Figure 3.2:  Irvine FRC Schematic

31
 

 

Coil Rise Time Peak Current Peak Field 
Flux 110 µs 14000 6000 Gauss 

Limiter 110 µs 15000 600 Gauss 

 

Table 3.1:  Rise times and peak values for field coils 

 

Coil Radius (cm) Length (cm) Inductance 
Flux 10 130 19 µH 

Limiter 40 60 3.1 µH 

 

Table 3.2:  Field coil physical parameters 
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 The chamber that houses the field coils is a cylindrical vessel that is 

approximately 1.5 meters long, and 1 meter in diameter.  It is made of fiberglass, with a 

smooth epoxy coating on its interior.  The end plates are made of aluminum and have 

multiple ports for attachment of feedthroughs, pumps, and windows.  There are also ports 

mounted on the sides of the chamber that allow for access perpendicular to the machine 𝑧  

axis.  The chamber is pumped by two diffusion pumps, Varian models VHS-6 and VHS-

10, backed by two mechanical valves.  Each pump is connected to the chamber by 

pneumatically controlled gates.  The base pressure that can be reached currently is about 

4 × 10−6Torr.  Pressures ranging from atmospheric down to 1 mTorr are monitored by 

four ConvecTorr gauges, while pressures from 1 mTorr down to the base pressure are 

measured by a Bayard/Alpert ionization gauge.  The gauges are controlled by a Multi-

Gauge Controller
25

 that has the ability to control all five gauges and has a Set Point board 

installed as well.  The set points are set so that high pressure events will cause an 

interlock system to shut the vacuum valves, isolating the diffusion pumps from the rest of 

the chamber.  This mechanism reduces the chances of cooking or burning the diffusion 

pump oil. 

 

 Plasma is created primarily by arcs across plastic dielectric „plasma guns‟.  Each 

plasma gun, of which there are 16, consists of a copper center conductor, high density 

polyethylene dielectric, brass retaining cap, outer tinned-copper braid, and ballast 

resistor.  The dielectric material and inner conductor are taken from RG-8/U cable, 

similar to Belden model 8237.  An arc is formed by a high voltage discharge between the 

center and outer conductors across the polyethylene insulator; this ionizes the plastic and 
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produces plasma that is approximately two parts hydrogen to one part carbon.  The 16 

ballast resistors are made of water and copper sulfate.  They have a resistance of 

approximately 2.5 Ω, which is much larger than any other resistance in each plasma gun 

circuit.  This relatively large resistance limits the current that may flow through any 

particular plasma gun, and effectively ensures that no one gun takes an excessively large 

amount of current.  The guns are mounted on the mirror coils, with eight at each end.  

They are spaced every 45º at a radius of 20 cm; the two sets of eight are offset from each 

other by 22.5º to minimize spatial variations of the initial plasma density.  Figure 3.3 

illustrates the main components of the plasma gun circuit elements.   

 
Figure 3.3:  Plasma Gun Circuit 

 

 The plasma is expelled through the brass retaining caps by a combination of 

magnetic and thermal expansion forces.  The current density J and magnetic field B 

produce a force that can be modeled as 

 
𝑱 × 𝑩~

𝜇0𝐼
2

𝑎1
3 , 

(3.1) 
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where µ0 is vacuum permeability, I is the current flowing in one plasma gun, and a1 is a 

length that describes the size of the spatial gradients in the current and magnetic field.  

The force due to the gradient of the thermal pressure ∇𝑝 can be modeled by 

 
∇𝑝~

𝑁𝑇𝑘𝑇

16𝑉𝑔𝑢𝑛 𝑎2
. 

(3.2) 

Here NT is the total particle inventory, kT is the plasma temperature, Vgun is the volume 

inside one gun, and a2 is the gradient scale length.  Estimates for the variables are listed 

in Table 3.3.  For the parameters listed, the magnetic force density is approximately 

3x10
8
 Nm

-3
, while the thermal force density is approximately 2x10

9
 N m

-3
.  It was 

initially assumed that the magnetic force was responsible for plasma expulsion; this does 

not actually seem to be the case, as the plasma velocity is predominately thermal.  

 

 With the assumption of a mass density ρ equal to 

 
𝜌 =

𝑚𝑝𝑁𝑇

16𝑉𝑔𝑢𝑛
, 

(3.3) 

Equations 3.1 and 3.2 can be rewritten as 

 
𝑱 × 𝑩~𝜌

𝑉𝐴
2

𝑎1
 

(3.4) 

and 

 
∇𝑝~𝜌

𝐶𝑠
2

𝑎2
. 

(3.5) 

The final velocity Vf due to these two forces is estimated by assuming an accelerating 

distance ∆𝑧 over which the forces act and an initial velocity of zero.  This is written as 
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𝑉𝑓~  
𝑉𝐴

2

𝑎1
+
𝐶𝑠2

𝑎2
 2∆𝑧, 

(3.6) 

where the VA is the Alfvén speed, Cs is the sound speed, and a1 and a2 are the previously 

mentioned scale lengths.  The Alfvén and sound speeds are defined in the usual way 

 
𝑉𝐴 =

𝐵

 𝜇0𝜌
, 

(3.7) 

and 

 

𝐶𝑠 =  
𝑘𝑇𝑒
𝑚𝑖

, 

(3.8) 

where local values of the variables are used whenever possible. 

 

 We assume that the distance Δz is of the same order as the two scale lengths, and 

the Alfvén and sound speeds are evaluated inside of the plasma gun.  Actual time of 

flight measurements of the plasma indicate that the axial velocity is approximately 5x10
4
 

m s
-1

.  This is quite close to the velocity estimated by Equation 3.6, which is 1x10
4
 m s

-1
, 

given an accelerating distance of 2 cm and the rough approximations of the various 

quantities that enter into the force models. 

Current - I ~1.5 kA 

Scale length - a1 ~0.2 cm 

Particle Inventory - NT ~3E19 

Temperature - kT 10 eV 

Gun volume - Vgun 0.1 cm
-3 

Scale length - a2 ~1 cm 

 

Table 3.3:  Force Balance Parameters  

 

 The energy necessary to create the magnetic fields and plasma is stored in three 

groups of capacitor banks.  High voltage power supplies charge arrays of capacitors, with 
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parameters listed in Table 3.4.  Each capacitor bank is connected to their respective load 

by an ignitron switch and a transmission line, as illustrated in Figure 3.4.   

Bank Capacitance (µF) Voltage (kV) Energy (kJ) 
Flux 240 5.4 3.5 

Limiter 2200 1.3 1.9 

Plasma Guns 100 16 12.8 

 

Table 3.4:  Capacitor Bank Parameters 

 

 
Figure 3.4:  Field Coil Circuit 

 

3.2  Data Acquisition 

 Our data acquisition system consists of three main components:  primary 

acquisition, transmission, and final storage.  We have a total of 26 four-channel 

Bitscopes
26

, 3 four-channel Tektronix TDS2014 scopes, and 1 two-channel ZT431
49

, for 

a total of 118 channels available for signal acquisition per shot.  The depth, sampling 

rates, and record length of each scope are listed in Table 3.5.  The Tektronix scopes and 

Bitscopes are housed inside of a Faraday cage that is isolated from earth ground.  Signals 

enter the cage through a breakout panel; common mode chokes are included at the signal 
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entry point to prevent noise propagation from reaching the digitizers.  Transmission of 

data is by UDP protocol over Ethernet cables and a fiber optic line.  All oscilloscopes in 

the Faraday cage are connected to several Ethernet switches which are linked in turn to 

an Ethernet to fiber optic converter.  The optical signals are transmitted by a fiber optic 

line to an Ethernet converter which is connected to the computer that stores the data. 

Scope Name Bit Depth Max Sampling Rate Record Length 
Bitscope 8 40 MS/s 1-128 ksamples 

TDS2014 8 100 MS/s 2.5 ksamples 

ZT431 12 200 MS/s 4 Msamples 

 

Table 3.5:  Digitizer Parameters 

 

 A software program called Lab2000 has been written to allow remote interaction 

with the digital storage oscilloscopes.
27

  It is written in Visual Basic™ and Excel™, and 

is a collection of many macros and functions that organizes and collects data received 

from the scopes.  Each scope may be queried with the software, allowing changes to be 

made to internal scope settings such as the sampling rate or record length.  Lab2000 also 

stores calibration factors for each probe in our system, and maintains assignments of 

probes to digitizer channels.  Arming of our scopes is controlled by the software, as is 

data downloading.  A basic graphical display of the data saved from each shot is also 

included.  The files are saved as Excel files (.xls) and as comma separated value (.csv) 

files, with both time and data arrays saved for each probe.  Further processing is done 

with IDL™ software, written in house for specific applications. 
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3.3  Operational Overview  

 Field reversed configurations are formed when expansionary and compressional 

forces on a current ring in the plasma are balanced.  The flux coil is the primary source of 

current drive, with peak inductive fields of approximately 250 Vm
-1

.  This large electric 

field drives current in the toroidal (−𝜃  ) direction.  In the absence of other forces, the 

magnetic pressure inside of the current loop will be larger than that on its outside which 

will cause the current loop to expand radially outwards.  This expansion can be 

counteracted by a sufficiently strong magnetic pressure, provided by currents in the 

limiter coil.  

 

 Confinement of the FRC is maintained by a balance between the self organized 

magnetic field of the plasma current and the fields produced by static field coils such as 

the limiter and mirror coils.  Relatively stationary formations can be maintained on the 

IFRC for approximately 50 microseconds.  Current drive is maintained as long as the flux 

coil is producing an electric field, which is limited by its rise time. 

 

 There are three basic ways that field-reversal ceases on the IFRC.  The first and 

most common is failure due to lack of current drive.  The inductive electric field goes to 

zero, and then reverses in direction as the flux coil current reaches its peak and begins to 

decay.  Plasma resistivity quenches the current, which causes a radial implosion as the 

magnetic pressures are no longer balanced.  The second two failure modes are due to 

improper balancing of the external and induced magnetic field pressures.  If the plasma 
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current is too small when compared to the limiter current, the FRC may „bounce‟ off of 

the limiter fields and fail by hitting the flux coil.  Evidence of this mode is given by an 

initial outward motion of the current channel, followed by a rapid inward motion.  The 

other failure mode occurs when the limiter magnetic pressure is not sufficient to balance 

the outward force.  This „blowout‟ regime is characterized by a constant outward 

propagation of the position of the current ring.  

 

 A fourth failure mode occurred during early operation of the IFRC but no longer 

is present.  Magnetic fields formed by the limiter coil had a large axial gradient which 

caused the plasma to acquire an axial velocity and exit the confinement region.  This 

asymmetric magnetic mirror topology was caused by improper transmission line 

connections to the limiter coil.  Current distributions in the six straps of the limiter coil 

were measured before and after the changes to the transmission line connections were 

made.  The profiles are shown below in Figure 3.5 and are from vacuum shots; note 

especially the large differences between the two end coils in the initial design. 
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Figure 3.5:  Current distributions in limiter coil 

 

 A typical shot consists of the following steps.  First, each capacitor bank is 

charged to a desired voltage by manually controlling the output of high voltage power 

supplies.  When all banks are fully charged, an electrical trigger signal is sent to a series 

of delay boxes which control when each bank fires.  The outputs of the delay boxes go to 

high voltage pulse drivers that transmit a 5 µs voltage pulse of approximately 900 volts to 

a 2:1 step up transformer.  The amplified voltage pulse causes each ignitron to begin 

conduction, closing the switch between each capacitor bank and their load.  The banks 

then discharge through their respective load.  Figure 3.6 shows the timing of our various 

banks and average waveforms for typical shots. 
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Figure 3.6:  The limiter current (a), average plasma gun current (b), and flux coil current 

(c) are shown for typical charging parameters.  (d) is the resultant plasma current as 

measured by the Rogowski coil, and (e) shows typical axial fields at two radii at the 

midplane.  Note:  Plasma gun current trace is not properly integrated, due to an incorrect 

monitoring circuit. 

 

 Control of when each bank fires and how much energy is stored in it are the basic 

controls that can be used to affect FRC formation and evolution.  Table 3.6 lists normal 

operating parameters.  The manner in which the three banks interact can be thought of as 

two forces that are both pushing on a deformable mass.  The flux coil provides a force 

that is directed radially outward.  It „pushes‟ on the plasma that is formed by the plasma 
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guns.  The amount of plasma is controlled by the charging voltage of the plasma gun 

bank.  Counteracting the outward force from the flux coil is that provided by the limiter 

coil.   

Even Start Time Charging Voltage 
Limiter Fires 4 µs 1300 Volts 

Plasma Guns Fire 10 µs 16 kVolts 

Flux Coil Fires 19 µs 5.4 kVolts 

 

Table 3.6:  NCP timing and charging parameters 

 

3.4  Datasets 

 There are five different datasets on which analysis is performed in this thesis.  

The main dataset, named NCP for normal charging parameters, is a compilation of 153 

different shots (discharges) and consists of data describing the magnetic field, field coil 

currents, flux loop voltage, and plasma current.  All twelve possible axial locations are 

covered by the radial B-dot array, with at least 10 shots at each location for averaging 

purposes; the data from the two axial B-dot arrays are also recorded for all 153 shots.  

The NCP dataset is used to study the basic structure of the IFRC, such as the magnetic 

field, current density, magnetic flux, spectra, resistivity, and power balance.  High 

frequency magnetic (RF B-dot) and capacitively coupled voltage (CAP) measurements 

are made at one axial location, z = -10 cm, and cover a radial extent from r = 13.7 to 35.7 

cm.  The RF B-dot dataset consists of 84 shots covering nine radial positions, while the 

CAP dataset has 33 shots covering 11 radial positions.  These high frequency datasets are 

used to describe fluctuations in a frequency range of 10 kHz to 40 MHz.  The last two 

datasets (FCUP & FCUP16k) are made up of 80 and 107 shots respectively that consist 

of Faraday cup measurements at z = -30 cm and five radial positions from r = 11 to 31 

cm.  The difference between the two datasets is the charging voltage of the plasma gun 
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capacitor bank, which was increased from 12 kV to 16kV.  Magnetic field data is present 

for the FCUP dataset with the radial B-dot array at three axial locations, z = -8.5, -1.5, 

and 1.5 cm.  The FCUP16k dataset only has magnetic data at z = -1.5 and 8.5 cm.  The 

magnetic measurements are used for correlation studies between magnetic fluctuations 

and particle losses measured by the Faraday cups. 

Dataset # of Shots Variables 

NCP 153 B, Ip, Vloop, coil currents 

RF B-dot 84 High frequency Bz 

CAP 33 High frequency V 

FCUP 80 Faraday cups + NCP vars. 

FCUP16k 107 Faraday cups + NCP vars. 

Table 3.7:  Description of datasets 

 

 The NCP dataset with charging and timing parameters listed in Table 3.6 is the 

dataset used for all analyses, unless otherwise noted. 
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Chapter 4:  Diagnostics 

 

 This chapter will describe the various diagnostics with which we measure plasma 

parameters.  The diagnostics discussed are magnetic probe arrays (B-dots), flux loops, 

electric probes, Faraday cups, Rogowski coil, and plasma spectroscopy.  Probe positions 

are listed in Table 4.1.   

Diagnostic Radial Positions (cm) Axial Positions (cm) 
Outer Axial B-dot 

Array 

R = 37 Z = [-24.5, -17.5, -10.5, -3.5, 3.5, 

10.5, 17.5, 24.5] 

Inner Axial B-dot 

Array 

R = 11 Z = [-27, -20, -15, -12, -9, -6, 

-3, 0, 3, 6, 9, 12, 15, 20]   

Radial B-dot Array R = [11, 13, 15, 17, 19, 20.5, 

22, 23, 24, 25.5, 27.5, 30, 32.5, 

35, 38, 41] 

Z = [-28.5, -21.5, -18.5, -11.5, 

-8.5, -1.5, 1.5, 8.5, 11.5, 18.5, 

21.5, 28.5]   

Flux Loops R = 38 Z = [-25, 5, 25] 

RF B-dot and 

Capacitive Probes 

R = 11→38 cm with0.5 cm 

resolution 

Z = -10 

Double Probe R = 11→38 cm with 0.5 cm 

resolution 

Z = 0 

Faraday Cups R = [11,16,21,26,31] Z = -30 

Rogowski Coil R = 11→38 Z = -30→30 

 

Table 4.1:  Probe positions 

Note:  Radial array has only one axial position per shot 

 

4.1  Magnetic Field Probes 

 There are three arrays of magnetic field probes (B-dots) in the IFRC.  Two arrays 

measure the axial component of the magnetic field along different axial chords, while the 

third array measures three orthogonal components of the magnetic field along a radial 

chord that may be changed from shot to shot.  Typical B-dot and B traces are shown in 

Figure 4.1. 
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Figure 4.1:  (a) B-dot data from two Bz probes at the axial midplane 

(b) Integrated traces from the same two probes showing time evolution of the inner and 

outer axial magnetic field 

 

 The arrays are contained in glass or plastic tubing and sealed with low vapor 

pressure epoxy to protect the probes and wiring from damage.  The probes in each axial 

array consist of small, closely spaced loops of wire, with the area vector of each loop 

pointing in the 𝑧  direction.  The B-dot probes in the radial array are commercial chip 

inductors, arranged in clusters of three probes.
28

   The three orthogonal directions that the 

probes point in are the 𝑧 , 𝑟 ,𝜃  directions. Twisted pairs direct received signals through 

common mode chokes to the data acquisition system.  The relationship between the 

measured output voltage Vout and the modeled B-dot voltage VB-dot can be described by 

 
𝑉𝑜𝑢𝑡 ~

𝑉𝐵−𝑑𝑜𝑡 ∗ 𝑍𝑇
𝑍𝐵−𝑑𝑜𝑡 + 𝑍𝐿𝑖𝑛𝑒 + 𝑍𝐶−𝐷𝑀 + 𝑍𝑇

+ 𝑉𝑒𝑟𝑟𝑜𝑟  , 
(4.1) 
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where Verror is the sum of all error voltages and the various Zi are impedances in the 

circuit.  The overall circuit for each B-dot is shown in Figure 4.2, with all the impedances 

and typical values of the components listed in Table 4.2. 

 
Figure 4.2:  B-dot Circuit 

 

ZB-dot 𝑅 + 𝑖𝜔𝐿

1 + 𝑖𝜔𝑅𝐶 − 𝜔2𝐿𝐶
 

R~.5Ω, L~1µ, C~.5pF 

ZLine 

 
𝑅 + 𝑖𝜔𝐿

𝐺 + 𝑖𝜔𝐶
 

R~5Ω, G~0, L~1µH, 

C~400pF 

ZC-DM 𝑅 + 𝑖𝜔𝐿 R~5Ω, L~1.8µH 

ZC-CM 𝑅 + 𝑖𝜔𝐿 R~1Ω, L~4.2mH 

ZT 𝑅 R~100Ω 

 

Table 4.2:  B-dot Circuit Impedances and Values 

 

 The induced voltage on each B-dot is proportional to the time rate of change of 

magnetic flux through the B-dot loops (Faraday‟s Law.)  The flux Φ through each probe 

is an integral of the dot product of the magnetic field B and the area vector dA of the N 

loops of wires that form the probe.  If we look at our magnetic signal in the frequency 

domain with 
𝑑𝐵

𝑑𝑡
= 𝜔𝐵 and an average probe cross sectional area A, the induced voltage 

may be represented as 
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𝑉𝐵−𝑑𝑜𝑡 = −

𝑑∅

𝑑𝑡
= −𝑁

𝑑

𝑑𝑡
 𝑩 ∙ 𝒅𝑨~ − 𝑁𝐴𝜔𝐵𝑖  . 

(4.2) 

 

 The reactive portions of the impedances can be ignored in Equation 4.1 if they are 

much smaller than the resistive components.  This requirement may be satisfied by 

restricting the angular frequency ω to be less than 10
8
 for the component values listed in 

Table 4.2.  This simplifies the relationship between the magnetic field and the output 

voltage to 

 
𝑉𝑜𝑢𝑡  ~ 𝐾

𝑑𝐵

𝑑𝑡
+ 𝑉𝑒𝑟𝑟𝑜𝑟  , 

(4.3) 

where K is a constant.  The output voltage is now proportional to 
𝑑𝐵

𝑑𝑡
  plus any error 

signals which we will try to minimize. 

 

 Unwanted signals are usually present in addition to the desired magnetic signal.  

One major source of unwanted signals is fluctuations in the plasma floating potential.  

These fluctuations are transmitted as common mode signals VCM on the transmission 

lines.  Common mode signals are passively filtered from our signal by passing the 

transmission lines through common mode chokes.  These chokes are composed of twisted 

wires that are wound on ferrite cores.  They present an inductive impedance jωLChoke to 

signals present on both lines, while faithfully passing the desired differential signals from 

our B-dot probes.  The error voltage measured across the terminating resistance RT can be 

represented as 

 
𝑉𝑒𝑟𝑟𝑜𝑟  ~ 

𝑉𝐶𝑀 ∗ 𝑅𝑇
𝑅𝑇 + 𝑗𝜔𝐿𝐶𝑕𝑜𝑘𝑒

+ 𝐸 𝑡 . 
(4.4) 
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E(t) is a lump sum of all other error signals, such as those due to switching noise from 

our high voltage ignitron switches and those due to numerical integration (see Chapter 

5.2).  The purpose of the common mode choke is immediately apparent from the 

Equation 4.4.  Large choke inductances lead to attenuation of the common mode error 

voltages.  For our measurement circuit, effective attenuations are greater than 10 for ω > 

2.25 10
5
 
𝑟𝑎𝑑𝑖𝑎𝑛𝑠

𝑠𝑒𝑐𝑜𝑛𝑑
. 

 

 Calibration of the different B-dot probes consists of the following steps.  Produce 

a known magnetic field that varies in time.  Measure the response of each probe or group 

of probes to the input field.  Integrate the measured signal in time.  Find the ratio of the 

integrated probe signal to magnetic field.  A known magnetic field is produced by a 

Helmholtz coil.  Magnetic fields produced in such a coil are known analytically, provided 

that the coils are built carefully.  Currents are driven in the Helmholtz coil by discharge 

of a high voltage capacitor, and are monitored by a calibrated current probe.  The coil is 

designed to have a small inductance and capacitance; this ensures that measurement of 

the current and magnetic field are in phase with each other.  Probes are placed as close to 

the geometric center of the two coils as possible.  The fields are approximately constant 

as long as they are within ±1 cm axially and ±.5 cm radially of the actual center.  The rise 

time of the current waveform is approximately 20 microseconds, which is similar to 

typical timescales in the FRC. 

 

 The axial arrays are the simplest to calibrate, as a single measurement of the 

output voltage measurement of the output voltage and magnetic field is enough to 
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produce the calibration coefficient for one B-dot probe.  Each probe is sequentially 

placed in the center of the Helmholtz coil, and current is then pulsed through the coil.  

The calibration coefficient for that B-dot is the constant of proportionality that relates its 

integrated output signal to the magnetic field waveform. 

 

 The 3-D radial array is more difficult to calibrate properly due to the resolution of 

the magnetic field into three orthogonal components.  Misalignments in construction of 

the array as well as gaps in the twisted pair transmission line cause each probe to be 

slightly sensitive to magnetic field components that are not in the primary direction of 

each probe.  This is equivalent to each area vector not pointing exactly in one of the three 

main directions in the lab frame.  Calibration is done in a similar manner as that of 

Romero-Talamás
28

 et al.  Each cluster of three B-dots is placed in the calibration region 

of the Helmholtz coil with the magnetic field aligned with probe 𝑟  axis.  The output 

voltages of the three B-dots are measured, as well as the current that forms the magnetic 

field.  This process is repeated with the probe array 𝜃  axis aligned with the magnetic 

field, and finally with the 𝑧  axis aligned with the field.  These three sets of three output 

voltages are each integrated and then averaged in time.  The three magnetic field 

measurements are also averaged over the same time period.  The nine constants from the 

B-dots form a two dimensional 3x3 matrix, Bmeasured, which relates the measured voltages 

to the orthogonal field components present at each probe.  The input field constants are 

stored in a diagonal 3x3 matrix, Borthogonal.   The calibration matrix C is found by matrix 

multiplication as 

 𝑩𝑜𝑟𝑡𝑕𝑜𝑔𝑜𝑛𝑎𝑙 ∙ 𝑩𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑
−1 = 𝑪. (4.5) 
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Applying the calibration matrix to recorded data converts the three measured voltages of 

a cluster into three orthogonal B-dot measurements.  This can be written analytically as  

 𝑩𝑜𝑟𝑡𝑕𝑜𝑔𝑜𝑛𝑎𝑙 = 𝑪 ∙ 𝑩𝒎𝒆𝒂𝒔𝒖𝒓𝒆𝒅, (4.6) 

where Bmeasured is the 3x1 array of initial measurements from a cluster and Borthogonal is the 

resultant 3x1 array. 

  

 We call this process „orthogonalizing‟ the data.  Average calibration coefficients 

for each of our three B-dot arrays are listed in Table 4.3, while a sample calibration array 

for the radial array is shown in Table 4.4.  Uniformity between probes is quite good, with 

typical variations of 5% or less. 

Array Name Average Coefficient Misalignment 
Outer Axial 

. 85 ± .02 
𝐺

𝑉 ∗ 𝜇𝑠
 

Unresolved 

Inner Axial 
27 ± .8 

𝐺

𝑉 ∗ 𝜇𝑠
 

Unresolved 

3-D Radial 
57 ± 2.5 

𝐺

𝑉 ∗ 𝜇𝑠
 

2.5 ± 2.6° 

 

Table 4.3:  Average B-dot calibration values 

 

Cij Elements j=r j=θ j=z 

i=r 59.81 1.33 1.36 

i=θ -.04 58.00 -5.02 

i=z .02 .05 56.85 

 

Table 4.4:  Calibration Matrix for the radial B-dot cluster at r = 20 cm 

 

 

4.2  Flux Loops 

 A flux loop is just a loop of wire that encompasses a particular area through 

which magnetic fields pass.  They are quite similar to B-dot probes in their theoretical 
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operation, though are physically quite different in their size and use.  Both probes 

respond to changes in magnetic fluxes; their difference is that flux loops are used to 

estimate the electric field along and the magnetic flux through a large loop while a B-dot 

is used to estimate the value of the magnetic field in a much smaller region of space.  

Integration in time of the flux loop voltage VLoop gives an estimate of the magnetic flux Φ 

passing through the area of the flux loop, while the voltage itself is proportional to the 

average electric field 𝐸 𝜽along the loop path.  These two properties can be summarized by  

 
𝑉𝐿𝑜𝑜𝑝 = −

𝑑

𝑑𝑡
= − 𝑬 ∙ 𝒅𝒍 ~ 𝐸 𝜽 ∗ 2𝜋𝑟𝑙𝑜𝑜𝑝

𝐿

. 
(4.7) 

In Equation 4.7, the path length dl is defined as a circular loop at a radius rloop. 

 

 The three flux loops are made of RG-178 coaxial cable, Belden 83265 50 ohm 30 

AWG.  Each cable is formed into a loop and fixed to the inside surface of a limiter coil 

strap.  The center conductor is soldered to the outer conductor at the point where it meets 

the rest of the cable.  The solder joint is covered by an insulating plastic sleeve that 

restricts plasma access to either bare conductor.  The outer shield braid isolates the inner 

conductor from electrostatic fields by covering the great majority of the path length.  The 

voltages induced on each flux loop can be as large as 400 volts.  This magnitude of 

voltage is much too large for our acquisition system to monitor directly.  A resistive 

voltage divider is used to provide a smaller voltage to each digitizer.  The dividing ratio 

is 100:1, with a total series impedance of approximately 1500 Ohms.  This impedance 

level is a compromise between a short L / R time and minimization of the overall 

impedance.  The frequency response of the circuit is greater than 1 MHz, comparable to 
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that of a Tektronix P2220 voltage probe.  The shot averaged loop voltage and flux are 

shown in Figure 4.3. 

 
Figure 4.3:  (a) Loop voltages at R = 38 cm for vacuum and  

plasma shots.  (b) Magnetic fluxes through the same loop.  The excluded (trapped) flux of 

the FRC is given by the difference in flux between vacuum and plasma shots, and has a 

value here of approximately 2.5 mWebers. 

 

4.3  Electric Probes 

 If two electrodes are in different positions in plasma, currents may flow through 

the circuit that connects them.  The current that flows between the different electrodes 

depends on the impedance between them, as well as local values of the plasma 

temperature, density, and potential.  This dependence of the probe current on plasma 

characteristics can provide valuable information; however the relationship between the 

probe current and plasma characteristics is a complicated one.  The trick to obtaining 

useful information from these basic probes rests in the design and interpretation of the 

connecting circuit and the resulting currents.   
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There have been four different types of electric probes that have been used on the 

IFRC.  The first is just a single conductive electrode exposed to the plasma, with the 

reference at earth ground.  This is called a Langmuir or single tip probe (STP).  The 

second type has a single tip that is capacitively coupled to the plasma (CTP).  The third 

type consists of two bare electrodes in close proximity to each other and the plasma.  

Unsurprisingly, this is called a double probe (DP).  The last type is called a triple probe, 

with three (or four) probes in contact with the plasma at a particular location (TP).  The 

circuit diagrams of all four probe types can be summarized in Figure 4.4; judicious 

choices of impedances and potentials differentiate the various probe functions. 

 
Figure 4.4:  Electric Probe Potential Circuit 

 

 The STP is used to measure the floating potential in our plasma.  E1 is at the 

ground potential of our measurement devices, while E4 is in direct contact with the 

plasma.  E2 and E3 are not used, nor is Vbias.  A large impedance R4 + R5 is placed 
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between the two electrodes to restrict the flow of current.  The voltage V2 is then 

proportional to the floating potential at E4.  This probe was simply the bare center tip of a 

piece of semi-rigid coaxial cable.  The outer ground electrode was insulated from the 

plasma by a glass sheath.  Currents were restricted by various high pass filtering circuits 

outside of the vacuum chamber.   

 

The CTP was a simple modification of the STP, formed by insulation of the bare 

tip E4 by low vapor pressure epoxy (Hysol).  This insulation caused the plasma tip to 

become capacitively coupled to the plasma, which can be modeled as an impedance 

𝑍4 =
1

𝑗𝜔𝐶
 where C is the capacitance between the tip and ω is the angular frequency.  The 

voltage V2 is still proportional to the floating potential, but no longer has a constant 

relationship between amplitude and frequency.  Figure 4.5 shows typical data from both 

the STP and CTP.  

 
Figure 4.5:  (a) Single tip probe trace (b) Capacitive probe trace 

Location is z = -10 cm, R = 23.7 cm 
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 The double probes used primarily on the IFRC differ from single tip probes in one 

main way; very little current is drawn from either probe to a ground potential, while large 

currents may flow from one probe to another.  This setup is called a floating double 

probe.  Only electrodes E2 and E3 are used from Figure 4.4; Vbias is approximately 45 

volts, while R1 and R2 go to infinity and R3 is on the order of one ohm.  The current I1 is 

proportional to the ion saturation current, Isat, where  

 𝐼𝑠𝑎𝑡 ≅ 𝑒𝑛𝑒𝑐𝑠𝐴𝑝𝑟𝑜𝑏𝑒 , (4.8) 

as long as the bias voltage is larger than about three times the plasma temperature.  In 

Equation 4.8, e is the elementary charge, ne is the electron density, cs is the plasma sound 

speed, and Aprobe is the area of one probe tip.  The probe current may be measured by any 

method that isolates the primary circuit from the grounded secondary side, such as a 

transformer or optical isolator.  In practice, this is usually done by an isolation 

transformer, with the current measured by the voltage drop across a small sense resistor.  

This resistance enters the measurement circuit as R3. 

 

The double probe was mostly used to estimate density profiles, since the induced 

current is usually proportional to the density, with a small temperature dependence in the 

sound speed cs.  The circuit that was used most often is shown in Figure 4.6.  It consists 

of a low impedance bias voltage and a current monitoring transformer.  Sample data are 

shown in Figure 4.7. 
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Figure 4.6:  Double Probe Circuit 

 

 
Figure 4.7:  Current drawn by a floating double probe at R=23 cm. 

Data comes from shots 4383-4392. 

 

 The third probe type used is the triple probe (TP).  This type of Langmuir probe is 

defined primarily by its ability to estimate both the plasma density and temperature with 

fast time resolution.  It can be thought of as a combination of a floating double probe and 

a single tip probe.  Three measurements are necessary to deconvolve the density and 

temperature relationship.  Isat is measured by the current that flows between E2 and E3 in 

the same way as the floating double probe.  V2 is proportional to floating potential, while 

V1 is proportional to slightly higher potential.  The higher potential of V1 can be 

explained by remembering that the total current drawn from the floating pair to ground is 
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equal to zero.  This means that the ion saturation current drawn by E3 must be balanced 

by a net electron current on E2.  As illustrated in Figure 4.8, the electron current grows 

exponentially as the floating potential is exceeded.  The difference in potential, V1 – V2, 

is actually proportional to the electron temperature.  We can then find the plasma sound 

speed and infer the local density measurements from Isat. 

 
Figure 4.8:  Sample I-V trace from a Langmuir probe

29
 

 

 Though much work was done with different triple probe designs, no usable data 

was ever obtained on IFRC.  Reasonable temperatures and densities were measured on 

another machine in the lab (Mini-Q with a filament discharge in argon); when placed into 

the IFRC, inferred temperatures usually were negative.  This is believed to be because of 

the large changes in floating potential relative to earth ground, which caused the 

electronic measuring circuit to malfunction.  The temperature at various points in the 

plasma was thus unable to be measured, leaving spectroscopy as our only method of 

temperature measurements.  Local values of the density are measured by the floating 

double probe, with spatial profiles determined by pressure balance with the magnetic 

fields 
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4.4  Faraday Cups 

 Faraday cups are actually just a specialized form of a double probe.  The first 

electrode is essentially a hollow can, with a small hole allowing particle access to its 

interior.  The inner electrode is an electrically conductive cup that catches the particles 

that pass through the entrance hole.  The outer electrode is usually at the floating 

potential due to its relatively large contact area with the plasma.  The inner electrode may 

be biased or not with respect to the outer, depending on the purposes of the experimenter.  

Figure 4.6 also describes the important aspects of the Faraday cup circuit. 

 

 Our experiment uses an array of five Faraday cups.  They are located at z = -

30 cm, and radially spaced every five centimeters starting at r = 11 cm.  The bias between 

the outer shell and the inner cup ranged from -90 to +90 volts, with the most common 

bias being -48 volts.  The rationale for choosing -48 volts is that it is much greater than 

the electron temperature in our plasma.  This voltage is sufficient to repel almost all 

electrons that may enter the cup.  The measured currents are then due primarily to ion 

capture.  There may be some secondary electron emission; low energy protons impinging 

on graphite give a secondary electron emission coefficient of only
30

 0.058 which is 

relatively negligible.  80 shots have been averaged together from the five Faraday cups; 

these data are shown in Figure 4.9. 
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Figure 4.9:  Faraday cup data 

 

4.5  Rogowski Coil 

 A typical Rogowski coil is shown in Figure 4.10.  It is a spirally wound coil of 

wires, with a return wire passing back along its axis.  Its purpose is to produce an output 

voltage that is directly related to any currents that pass through it.  Firstly, the induced 

signal can be represented once again as a sum of contributions from N small loops of 

wire, connected in series to each other.  The total magnetic flux once again is described 

by Equation 4.2 where dA is the cross sectional area of each wire loop; the difference lies 

in the distribution of the N loops.  They can be represented by a turn density n along a 

path L that describes the location of each loop.  The total signal produced by the 

Rogowski coil can then be represented by  

 
𝑉 =  −

𝑑𝜙

𝑑𝑡 
= −𝑛

𝑑

𝑑𝑡
 dl 𝑩 ∙ 𝒅𝑨.

𝐴𝐿

 
(4.9) 

 

 If the Rogowski coil is shaped into a closed loop of any shape, the path integral 

becomes a loop integral and dl points in the same direction as dA.  The order of 

integration can then be switched, and Ampere‟s Law, written as 
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 𝑩 ∙ 𝒅𝒍 = 𝜇0 ∗ 𝐼𝑒𝑛𝑐𝑙𝑜𝑠𝑒𝑑 ,
𝐿

 
(4.10) 

 can then be used to relate the magnetic field B to the enclosed current Ienclosed that 

produces it.  We are then left with our desired result: an induced voltage that is related to 

the current by 

 
𝑉 = −𝜇0𝑛𝐴

𝑑

𝑑𝑡
𝐼𝑒𝑛𝑐𝑙𝑜𝑠𝑒𝑑 . 

(4.11) 

 
Figure 4.10:  Rogowski coil

31
 

The current direction and measured B field component are also shown. 
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 We would much rather create a circuit that produces an output voltage that is 

proportional to I, rather than its time derivative.  To do this, we can use Equation 4.1 

again, with 𝑍𝑇 →
1

𝑗𝜔𝐶
 , 𝑍𝐿𝑖𝑛𝑒  → 𝑅, 𝑍𝐵−𝑑𝑜𝑡 → 𝑗𝜔𝐿, and 𝑍𝐶𝑕𝑜𝑘𝑒 → 0.  Upon substitution of 

these values, the resulting relationship between the output and induced voltages is 

described by  

 
𝑉𝑜𝑢𝑡 =

𝑉𝑖𝑛𝑑𝑢𝑐𝑒𝑑
1 + 𝑗𝜔𝑅𝐶 − 𝜔2𝐿𝐶

=
−𝑗𝜇0𝑛𝐴𝜔𝐼

1 + 𝑗𝜔𝑅𝐶 − 𝜔2𝐿𝐶
, 

(4.12) 

 

which is that of a band pass filter. 

 

 The current that is measured by the Rogowski coil is the plasma current in the −𝜃  

direction, an example of which is shown in Figure 4.11.  The loop is rectangular, and 

located in a two dimensional 𝑅 − 𝑍  plane at approximately 𝜃 = −120°.  The details of 

construction and calibration are quite similar to that of the B-dot arrays, and are covered 

well in the thesis of W.S. Harris.
31

  The RC high pass filter, with R = 2.01 kΩ and C = 

1.96 µF, has been used to passively integrate the signal.  The combination of the 

integrator and self inductance of 351 µH produces the band pass filter with approximate 

corner frequencies of 30 Hz and 1.2 MHz.  This means that as long as the frequency 

content of the recorded voltage from the Rogowski coil satisfies 30 ≤ 𝑓 ≤ 1.2𝐸6, the 

output will be proportional to the current that passes through the enclosed loop.  The 

constant was determined by comparison of the Rogowski coil output to the output of a 

calibrated current monitor for a current that passed through each device.  This constant 

was found to be 4.19 x 10
4
 Amps/Volt for the Rogowski coil as currently implemented. 
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Figure 4.11:  Plasma current measured by the Rogowski coil 

 

4.6  Spectroscopy 

 Light emitted by ionized and neutral atoms in the IFRC is brought to a SPEX 

1702 Czerny-Turner spectrometer by a bundle of approximately one hundred 150 µm 

fibers and dispersed onto a Hamamatsu R5900U-20-L16 photomultiplier array.  The 

bundle is used instead of a single fiber in order to maximize the amount of light coupled 

from the plasma to the spectrometer.  For more details of the spectrometer theory and 

design, see the thesis of Harris.
31

 

 

 Electron temperatures are estimated by taking the ratio of intensities of two 

hydrogen spectral lines under the assumption of Maxwellian distributions, an optically 

thin plasma, coronal equilibrium, and the repeatability of plasma discharges.  Since the 

IFRC satisfies all of these criteria
31

, the electron temperature kTe can be written as 

 
𝑘𝑇𝑒 =

𝑥𝛽 − 𝑥𝛼

ln  
𝜀𝛼
𝜀𝛽
 − ln⁡ 

𝜆𝛽
𝜆𝛼

𝑓𝛼
𝑓𝛽

𝑥𝛽
𝑥𝛼

𝐴𝛼
𝐴𝛽

 𝐴𝛽𝑗𝑗

 𝐴𝛼𝑗𝑗
 

, 
(4.13) 

where xi, i, i, fi, and Ai, are the energy level, emissivity, wavelength, absorption 

oscillator strength, and Einstein transition probability for each of the two lines used to 
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derive the temperature.  The emissivity ϵ is given by the average line intensity measured 

by the spectrometer for each of the two species that are used to estimate the temperature.  

 

 The specific lines used to estimate the electron temperature are the Hα and Hβ 

lines at 6562.81Å and 4861.34Å.  Substitution of the appropriate constants into Equation 

4.13 leads to a much simpler formula describing the electron temperature, namely  

 
𝑘𝑇𝑒 ≅

1.9 𝑒𝑉

ln⁡(𝐻𝛼 𝐻𝛽) − 2.011 
, 

(4.14) 

where Hα and Hβ line intensity data are recorded as a function of time for a number of 

discharges, although not simultaneously.  The intensities are combined to produce 

average signals that are then input into Equation 4.13, giving us an estimate of the 

average electron temperature. 

 

 Ion temperature measurements are based on estimates of Doppler broadening of 

several different spectral lines.  Hα at 656.2 nm and CII at 657.8 nm are the two lines that 

have been most heavily analyzed, though other impurity ionic lines from helium, argon, 

krypton, and xenon have also been measured.  Other sources of line broadening, 

including instrumental and Stark broadening, have been accounted for and removed from 

resultant signals.  Instrumental broadening is found to be 0.3 Å, while Stark broadening 

has a maximal value of 0.27 Å for hydrogen with insignificant values for more massive 

particles at typical IFRC densities. 

 

 One caveat on the temperatures measured by spectroscopy:  they are line averaged 

along one spatial chord.  Resolution of spatial variations of the temperature is possible 
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through the use of multiple sight lines and inversion techniques, none of which have been 

done here.  We will assume that the plasma temperature is isotropic, with no spatial 

variation inside of the separatrix.  This temperature profile does fit the rigid-rotor profile 

for radii less than approximately 25 cm as shown in Figure 2.2.  Deviations at larger radii 

could be explained by a decreased temperature outside of the separatrix, though the flat 

experimental profile also may be due to finite resolution of the gradients of the magnetic 

field and the subsequent integration errors on solving for the plasma pressure. 
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Chapter 5:  Numerical Methods 

 

 Several programs have been written in the IDL computer language to aid in the 

processing and manipulations of the large amounts of data that are produced on the IFRC.  

This chapter describes the format in which B-dot data are stored and specific functions 

that manipulate data such as integration, orthogonalization, rotation, and filtering.  It also 

describes the interpolation methods by which we populate a two dimensional grid used 

for further processing. 

 

5.1  B-dot Data Structures 

 Signals are downloaded from the digital storage oscilloscopes by Lab2000 

software and recorded as .csv files before further processing with IDL code.  The .csv 

files are not terribly easy to deal with and so are reformatted as an IDL structure variable.  

The most basic structure contains a time and voltage array for a B-dot probe, as well as 

the radial and axial positions of the probe.  Each probe structure is grouped into a larger 

structure that describes the orientation, which is then added to a structure that groups 

together all data from one probe array.  Next, probe array structures are combined into 

shot structures, which can finally be assembled into a dataset structure.  As an example, 

data for a particular probe can be accessed from a dataset variable with the following 

command in IDL: 

 Data = dataset.Shot06276.Radial3.z.n1.d (5.1) 
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 Likewise, the axial position, radial position, or time array may be accessed by the 

tags zpos, rpos, and t.  Periods demarcate different levels of the structure; the items found 

between periods are structure tag names which are used to organize and identify data.  

This structure format makes passing data between functions and programs simple, and 

uniquely specifies the pertinent information for every B-dot probe. 

 

5.2  Numerical Integration 

 Any integration of signals is done with an in house IDL program that implements 

multiple order Newton-Cotes methods.  The order of integration determines the number 

of points necessary for a numerical estimate of the integral.  The first points in the 

integration are integrated with progressively higher Newton-Cotes methods until the fifth 

point has been reached.  After this, the order is no longer increased and integration of the 

rest of the time signal is done by the fourth order method.  If h is the separation between 

sample points, and fi is the function evaluated at the i
th

 point, then the numerical integral 

can be approximated by the following steps: 
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 Numerical integration does have the same drawback as analog integration when 

there is a residual average offset in data.  Integration can lead to growing signals that are 

not proportional to a desired physical quantity.  Consider functions F(x) and Y(x), where 

 
𝐹 𝑥 = 𝑎

𝑑𝑌 𝑥 

𝑑𝑥
+ 𝑏,  

(5.3) 

and a and b are both constants.  After integration in x, the straightforward results are 

given by  

 
𝐺 𝑥 =  𝐹 𝑥 𝑑𝑥 =𝑎𝑌 𝑥 + 𝑏𝑥.  

(5.4) 

Ideally, the constant b is equal to zero, and we need not worry about any linearly growing 

terms in our integrated equation.  Equation 5.3 is exactly the same as that which describes 

the induced voltage in a B-dot probe, with the simplest error voltage added in.  As we can 

see, there are parameter ranges for which the error voltage may actually contribute an 

excessively large amount to the integrated signal. 

 

 In reality, the error voltage is not usually constant in time and may change from 

shot to shot.  We still assume that there is a linearly growing error signal due to some 

small amount of residual offset voltage in our B-dot signals.  The procedure for removal 

of this signal rests on several assumptions.  The first is that while plasma discharges may 

vary from shot to shot, the magnetic fields present in our chamber after the plasma 

current has gone to zero will be identical, given identical charging voltages on each 

capacitor bank.  This essentially means if we are given the magnetic field structure at a 

relatively late time, we can find the linear trend that must be subtracted to make data 

from each shot fit.  The second assumption is that there will be no magnetic fields present 
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in our chamber when no currents are flowing in our field coils.  This gives us boundary 

conditions which can also be used to find some linear trend that must be subtracted. 

 

 Integration error correction then proceeds with the following specific steps.  B-dot 

probe voltages are recorded for 2 milliseconds while only our field coils are discharged.  

This is long enough to ensure that the fields are approximately zero at the last sampling 

time.  After integration and orthogonalization, we enforce the boundary conditions of 

zero field at the start and end times by subtracting off a linearly growing trend.  We then 

record the values of the magnetic field at 235 microseconds after the start time.  The field 

structure at this time will serve as the boundary condition for actual plasma shots.  Linear 

trends based on the difference between this final condition and the actual recorded data 

are then removed from data at each spatial position for every shot. 

 

5.3  Orthogonalization and Calibration 

 The orthogonalization and calibration processes are done at the same time.  The 

inputs to this process are data from the B-dot arrays and the calibration factors that were 

found for each probe in the initial calibration process.  Data from each axial B-dot probe 

are multiplied by their scalar calibration factor.  The data from each cluster of probes on 

the radial B-dot array are multiplied by the matrix that was found by the calibration 

procedure described in Section 4.1.  Essentially, voltages from three roughly orthogonal 

probes located in close proximity to each other are added or subtracted from each other to 

produce the three dimensional magnetic field measurements at the position of the probe 

cluster. 
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5.4  Rotation 

 Orthogonalization of B-dot data produces magnetic field measurements that are 

aligned with the radial probe axes; however the probe axes are not necessarily aligned 

with the machine coordinate system.  The probe array is kept radially aligned by two 

parallel sets of guide holes that are mounted on the machine.  There still may be an 

arbitrary rotation about the radial axis since the array is not fixed in that plane.  We can 

align the two sets of axes by looking at the orthogonalized probe signals in the 𝑧  and 𝜃  

directions during a period of time where we assume that only axial (𝑧 ) and radial (𝑟 ) 

fields are present.  There is a small period of time at the beginning of every discharge 

where only currents are flowing in the limiter coil; the symmetry of this coil is such that 

there should be no toroidal (𝜃 ) fields.  If no toroidal fields are actually present, any 

measured Bθ signal must be due to a small rotation.  This rotation can be corrected by 

finding the angle that minimizes the measured Bθ for the entire probe array during that 

time period.  Application of a standard rotation matrix to the Bz and Bθ data aligns the 

probe axes with the machine axes.  Shown below in Figure 5.1 are the effects of the 

rotation matrix on two different probe pairs, located at the axial midplane and separated 

by 15 cm radially.  The effect of the rotation is to reduce the Bθ signal and increase the Bz 

signal at both locations. 
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Figure 5.1:  (a) Effects of rotation on two Bz probes at the axial midplane 

(b) Rotation effects on Bθ traces at the same positions 

 

5.5  Filtering 

 Filtering software is used in conjunction with analog filters.  IDL has a built in 

program called digital_filter that allows low pass, high pass, and bandpass filters to be 

constructed relatively easily.  The filtering scheme that we use most often is to remove 

frequencies below 1 kHz and above 1 MHz from all B-dot probe data.  The frequency 

response of the B-dot probes was measured to be ~1MHz, which is why 1 MHz was 

chosen to be the low pass break frequency.  A dataset structure is passed into the filtering 

function, and data from each probe in the dataset are filtered and then returned to the 

calling program.  Sample traces are shown below in Figure 5.2. 
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Figure 5.2:  (a) Filtered and unfiltered B-dot traces (b) Power spectrum of the entire time 

series.  Note:  Filtered data is offset for clarity 

 

5.6  Data Interpolation 

 B-dot datasets are a compilation of time records from many probes that are then 

averaged over many shots.  The positions at which the B-dots are found do not lend 

themselves to most numerical methods, such as plotting, integration, or gradient taking.  

Evenly spaced spatial points are much easier to deal with.  The method that we use is an 

IDL function called GRIDDATA; inputs to this function are B-dot data arrays, the two 

dimensional positions at which the data were recorded, and the requested interpolation 

points.  The function can use any one of ten different methods to fit smooth curves 

between the input data points; the most common ones are KRIGING and LINEAR.  The 

smooth curves are used to estimate values of the magnetic fields at the interpolation 
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points.  The output of the function is a two dimensional array of values at the new grid 

points.   

 

 Interpolation points generally have a smaller spacing between their neighbors in 

both the radial and axial directions than do the input data points.  The output grid is 

usually 24 axial points by 36 radial points.  These points are spaced to cover the actual 

distances of 57 centimeters by 30 cm. 

 

5.7  Correlation Methods 

 The similarity between any two data arrays can be quantified by a number called 

the correlation coefficient, Pxy.  The process of determining Pxy consists of picking a 

particular „window‟ or portion of two vectors X and Y, subtracting their respective means 

X̅ and Y̅ , multiplying the shifted signals together, summing them, and normalizing by 

their standard deviations σx and σy; this is written much more concisely as 

 
𝑃𝑥𝑦 =

  X − X  ∗ (Y − Y )

σxσy
. 

(5.5) 

A similar function is called the delayed cross correlation, which shifts one of the signals 

relative to the other and finds the correlation as a function of the amount of shift.  A shift 

or „lag‟ of zero is the same thing as Pxy.  If one signal is used as both inputs to the cross 

correlation function, the output is called the autocorrelation.  This can reveal periodicities 

in the input signal that may be obscured by noise.  Correlate, auto correlate, and cross 

correlate are all implemented in IDL, with the inputs specified by the user. 
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 Typical analyses done in this thesis consist of correlating magnetic probe signals 

with other quantities, such as Faraday cup measurements.  Figure 5.3 is an example of the 

various correlation methods.  The inputs to the analysis are shown in Figure 5.3 (a) and 

are from Shot 6500.  The position of the B-dot probe is r = 17 cm, z = -8.5 cm, while the 

Faraday cup is located at r = 16 cm, z = -30 cm.  The auto and cross correlations are done 

over the smaller window from 30 to 70 microseconds, while the overall correlation is 

found for the entire time period.  Each unit of lag corresponds to the sampling period of 

0.1 microseconds.  The cross correlation analysis shows that the two signals line up best 

when the magnetic probe data is delayed approximately 6 microseconds.  This implies 

that the average velocity of particles from the B-dot probe to the Faraday cup is 

approximately 3.6 cm/microsecond.  This velocity is higher than the thermal velocity of 

~2 cm/microsecond given by spectroscopic temperature estimates, but is not out of the 

realm of possibility. 
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Figure 5.3:  (a) Two time series, with overall correlation of -0.069.  (b) Cross and auto 

correlations of the two signals for a restricted window from 30 to 70 microseconds.  The 

large peak in cross correlation near a lag of 65 (6.5 microseconds) indicates the similarity 

of the two input signals.  (See Chapter 10)  
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5.8  Spectral Methods 

 The frequency content of time signals is found by two different methods in this 

work, fast Fourier transforms (FFT) and wavelet transforms (WT).  FFT is a basic 

function in IDL, which returns the discrete Fourier transform F(u) of an input f(x).
32

  It 

allows a temporal signal to be characterized by how the energy carried by that signal is 

distributed in frequency.  The wavelet transform
33

 
34

 
35

 characterizes a temporal signal by 

both how and when energy at particular frequencies is present in the original signal.  This 

transform, denoted WV, is a complex function of time.  It can be thought of as the 

convolution of a test pulse with the signal to be analyzed.  The test pulse has a 

characteristic frequency that lasts for a few cycles, six in our case, with an amplitude that 

goes to zero smoothly at the edges of the six periods.  The wavelet used in this thesis is a 

plane wave modified by a Gaussian function.  The frequency of the plane wave and the 

width of the Gaussian determine the frequency and time in the transform.  By varying the 

frequency and repeating the convolution, a map can be made of when the analyzed signal 

matches the test pulse as a function of frequency.  Due to the finite number of cycles in 

the test waveform, power in the analyzed signal must be present for a long enough length 

of time to be unambiguously determined.  This minimum resolution in time is a function 

of frequency and is called the cone of influence (COI).  Reference 35 is a particularly 

good guide to the definitions and mathematical formalisms of the transform as well as its 

abilities and limitations, and should be referred to for further study of the wavelet 

transform details.  
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 There are many ways to analyze the frequency content of a signal, all of which 

can be performed by either Fourier or wavelet transforms.  The simplest is the energy 

spectral density (auto spectrum) of a signal x is defined here as X·X*, where the * denotes 

the complex conjugate and X is the transform into frequency space of the signal.  

Normally, the absolute value of the auto spectrum is plotted as a function of frequency to 

illustrate how the energy of a signal is distributed in frequency space.  The cross 

spectrum Exy between two different signal x and y is calculated quite similarly to the auto 

spectrum of an individual signal, with 

 𝐸𝑥𝑦 = 𝑋 ∙ 𝑌∗. (5.6) 

This method finds frequencies where both input signals have significant energy.  A 

quantity called the coherency is also useful to find frequency overlaps between two 

signals.  It is defined as 

 
𝛾𝑥𝑦

2 =
𝐸𝑥𝑦

2

𝐸𝑥𝑥𝐸𝑦𝑦
, 

(5.7) 

where xy is the coherence, Exy is the cross spectrum, and Exx and Eyy are the two auto 

spectra for signals x and y. 

 

 Plots of the energy of a signal as a function of time and frequency are called 

spectrograms.  The wavelet transform produces this type of display by definition, though 

it can also be done by performing a Fourier Transform on a small window of the signal 

and then repeating as the window is advanced.  The auto and cross spectrograms are 

defined in the same manner as the auto and cross spectra, as is the coherency. 
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 Variations of the cross spectrogram and cross coherency when one signal is 

delayed in time by a certain amount are called the delayed spectrogram and delayed 

coherency.  This is analogous to the cross correlation, defined in the previous section.  

This function is used to find whether variations at a particular frequency in one location 

look similar at another location later in time, and can be used in conjunction with the 

delayed cross correlation to estimate a time of flight between fluctuations in magnetic 

probes and particle losses. 

 

 Examples of the auto spectrum and auto spectrogram derived by both Fourier and 

wavelet transforms are shown in Figure 5.4 for sample B-dot data.  This figure is 

significant because it shows that both transforms produce very similar results.  An 

advantage of the wavelet transform is that it does not sample frequencies evenly over its 

range; it has logarithmically spaced frequencies with more at the low range and fewer as 

the frequency increases.  Contrast this with the Fourier spectrum, which has evenly 

spaced frequencies.  The properties of fluctuations depend more on ratios then on 

arithmetic differences, i.e. the difference between 10 and 20 kHz is usually more 

significant than the difference between 1210 and 1220 kHz. 

 

 The cross spectrum, cross coherency, cross spectrogram, delayed cross spectrum 

and delayed coherence are shown in Figure 5.5 between a magnetic probe signal and a 

Faraday cup signal separated by 22 cm.  The delayed coherency identifies a possible link 

between the two signals at a frequency of 300-400 kHz and a delay between 10-30 
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microseconds.  This suggests a velocity of approximately 1 cm / microsecond between 

the two probes, a topic that will be discussed further in Chapter 10. 

 
Figure 5.4:  Spectral analyses of sample data from Shot 6500.  The cone of influence, 

centered on a time of 41 microseconds in (d) shows the minimum length of time at each 

frequency that a signal must be present to be considered meaningful. 
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Figure 5.5:  (a) Cross spectrogram, (b) cross spectrum and coherence, (c) delayed 

spectrum, and (d) delayed coherence.  Edge effects are marked by the cone of influence 

(COI). 
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 Higher order spectra linking three different frequencies can be measured by 

quantities called the bispectrum and bicoherence.  These are defined by 

 𝐵𝑖𝑠𝑝𝑒𝑐(𝑓1,𝑓2) = 𝑋 𝑓1 𝑋(𝑓2)𝑌∗(𝑓3) (5.8) 

and  

 
𝑏𝑖𝑐𝑜𝑕((𝑓1,𝑓2) =

 𝐵𝑖𝑠𝑝𝑒𝑐 𝑓1,𝑓2  
2

 𝑋 𝑓1  2 𝑋 𝑓2  2 𝑌 𝑓3  2
, 

(5.9) 

where f3 = f1 ± f2 The bispectrum and bicoherence measure the amount of three wave 

coupling in signals x and y, and can be used to find nonlinear interactions.  Analysis 

suggest that there is significant three wave coupling in the IFRC, the further analysis of 

which will be left for future work.  Figure 5.6 (d) gives a taste of what can be measured, 

with a hint of coupling at f3 - f2 = 250 kHz (vertical feature).  The two probes used are a 

B-dot probe located at z = -8.5, r = 17 cm looking at Bz and a Faraday cup located at z = -

30, r = 16 cm.  The bispectra and bicoherences are calculated over a time window from 

25 to 75 microseconds. 
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Figure 5.6:  Bispectrum (a) and bicoherence (c) from Shot 6500 sample data.  

(b) Delayed bispectrum and (d) delayed bicoherence, formed by delaying the Faraday cup 

data 30 microseconds relative to the B-dot data.  The value at each point on the contour 

plot is the power or coherence at the sum frequency of f1 + f2 
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Figure 5.7:  Same as Figure 5.6, but with linearly spaced frequencies. 
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Chapter 6:  Basic Plasma Parameters 

 

 This chapter describes the measurable quantities that characterize the plasma in 

the Irvine Field Reversed Configuration (IFRC).  General quantities covered in this 

chapter are the magnetic and electric fields, currents, temperature, and particle fluxes.  

Particular emphasis is placed on the time evolution of the two dimensional structures 

listed above.  A summary of the general plasma parameters are listed in Table 6.1.  Data 

in this chapter is taken from the NCP and FCUP datasets, encompassing a total of 233 

shots. 

Magnetic Field  𝐵  300 Gauss 

Magnetic Pressure 𝐵2 8𝜋  3.6E4 Pa 

Plasma Density n0 5E14 cm
-3 

Plasma Temperature Te, Ti  ~ 3eV 

Average Beta 8<n(kTe+kTi)>/<B
2
> ~0.2 →0.6 

Plasma Current Ip 15 kAmps 

Azimuthal Electric Field 𝐸𝜃  250 V/m 

Table 6.1:  Plasma Parameters 

 

 It will be shown that a field-reversed configuration is formed and maintained for 

approximately 50 microseconds, with closed flux surfaces and a large toroidal plasma 

current.  A magnetic field in the toroidal direction, with strong axial and radial gradients 

is identified, as well as the radial and axial current densities that must be present.  Large 
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particle losses are quantified by the Faraday cups with a total number of particles that is 

of the same order as the particle inventory. 

 

6.1  Magnetic Fields 

 Magnetic fields in the IFRC are measured by the previously described arrays of 

B-dots that are placed at various locations in our plasma.  The processes by which we 

convert voltages into estimates of the magnetic field at each probe location are 

summarized by Figure 6.1 and have been covered in depth in Section 4.1 and Chapter 5. 

 

Figure 6.1:  Process steps for magnetic measurements 

 

 Figure 6.2 shows the time evolution of the axial component of the magnetic field 

at the midplane (z = 0) and many different radial positions.  The data come from the 

radial B-dot array and show the main features in the life and death of our field reversed 

configuration.  The evolution can be broken into five phases, as shown in Figure 6.2 and 

Table 6.2.  The first section is due to current discharge in the limiter coil, which produces 

predominantly axial fields, with some curvature near the ends of the limiter coil.  Phase 2 

captures the dynamic formation of the plasma current and its rapid evolution in time and 

space.  Phase 3 shows a relatively stable field reversed configuration, which lasts for 

approximately 40 µs, after which the plasma currents and related magnetic fields begin to 

change their positions and magnitudes in Phase 4.  Currents are still flowing in the limiter 

Measure 
Voltages

Orthogonalize 
And/Or 

Calibrate

Correct For 
Rotation

Integrate 
Signal In Time



 66 

coil after the plasma current is gone; Phase 5 records these field structures up to the end 

of our acquisition period. 

 

Phase 1 Background Field Begins Ramping 0→19 µs 

Phase 2 Fields Begin Reversal 19→27 µs 

Phase 3 FRC Equilibrium 27→68 µs 

Phase 4 FRC Decay 68→100 µs 

Phase 5 Background Fields 100→End µs 

Table 6.2:  FRC Phases 

 
Figure 6.2:  Evolution of the axial magnetic field at the midplane 

 

 The topology of the IFRC magnetic field, illustrated in Figure 6.3, is essentially 

that of a torus.  The large plasma current flows primarily in the −𝜃  direction and can be 

thought of as a solenoidal current distribution.  Field lines wrap around nested surfaces 

that are centered on the plasma current.  The fields that the plasma current creates are 

approximately equal in magnitude to those created by the limiter coil, and point in the 

opposite direction.  The inner solenoid threads through the center of the „doughnut‟, 

while the limiter coil encloses it. 
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Figure 6.3:  Magnitude of B at 43 microseconds 

 

 A quantity that defines the center of the FRC is the null position. The null position 

is the region near the radial center of the FRC where the current is largest and no 

magnetic fields are present.  The radial location of the null at each axial and time position 

is estimated by finding points where the axial magnetic field changes signs from negative 

to positive.  Multiple points where this criterion is satisfied are averaged together, in 

order to account for a current distribution with distinct radial peaks that are spaced near 

together.  The end result is a list of (z, r) coordinates at each time period that map out the 

approximate peak of the azimuthal current.  The null position is shown in Figure 6.4 at 43 

microseconds, overlain on contour plots of the three magnetic field components.  It has a 

rough correspondence with dividing lines in the Bθ and Br plots.  
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Figure 6.4:  Magnetic field components (a) Br, (b) Bθ and (c) Bz at 43 microseconds.  Note 

especially the strong spatial variation of the toroidal magnetic field. 

 

 FRCs are generally assumed to have zero toroidal magnetic fields.  The Irvine 

FRC does however have significant periods where there are dynamic changes in the 
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structure of Bθ as a function of position and time.  The radial structure of Bθ is of 

particular interest, as this indicates the presence of non-azimuthal currents.  These fields 

have been seen in other devices
17

 
19

 
36

, and are possibly caused by the Hall effect.
38

  The 

question naturally arises: What are the characteristics of the Bθ field, its associated 

current distribution, and possible sources of this non-ideal feature in the IFRC? 

 

 Figure 6.4 (b) shows the dataset averaged magnetic field structure of Bθ as a 

function of axial and radial position at 43 microseconds.  This time is approximately 15 

microseconds into the equilibrium phase of the discharge.  Figure 6.2 shows that the axial 

magnetic field component is relatively stable at this time period, while Figure 6.3 shows 

the nested contours and general symmetry of the axial and radial field structure.  The 

field structure of Bθ has an odd radial symmetry about the null position.  This indicates 

that if axial currents are the sole source of the azimuthal magnetic fields, then the radial 

position of those currents is at approximately the same position as the toroidal current 

that forms the reversed axial fields.  The axial symmetry of Bθ is not as obvious as its 

radial symmetry.  This implies that if radial currents are responsible for the azimuthal 

field structure, their axial distribution is not centered on one sole position.  For more 

discussion and plots of the derived current densities, see Section 6.3. 

 

 One way of characterizing the nature of the azimuthal magnetic field is by 

studying the spatial size of the amplitude variations at a particular time.  The radial and 

axial scale lengths of Bθ are shown in Figure 6.5, and are produced by performing a two 

dimensional wavelet transform on the azimuthal field data at each time period.  The result 
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of this analysis is a three dimensional array of the distribution of power as a function of 

radial scale length, axial scale length, and time.  Figure 6.5 (a) shows the distribution of 

power at 43 microseconds.  The dominant axial scale length is about 20 cm, with a 

bimodal radial distribution, centered on radial scales of approximately 13 and 26 cm.  

The scales are logarithmically spaced, with scale ranges of 0.6 to 29.5 cm in the radial 

direction and 4.9 to 55.4 cm in the axial direction.  It is possible that the feature at a radial 

scale of 13 cm is an alias of the 26 cm feature, though the scale resolution is high enough 

to resolve both features.  Figure 6.5 (b) is sum of the power distribution throughout the 

IFRC lifetime, with the same axial and radial scales as Figure 6.5 (a).  The time period 

over which the signal is averaged is from 20 to 100 microseconds.  The machine size is 

reflected in the power distribution, with a concentration of Bθ at radial and axial scales of 

26 and 55 cm respectively.  There is a large distribution in scales however, indicating that 

the processes that create the azimuthal field vary considerably in their spatial extent over 

the IFRC lifetime. 
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Figure 6.5:  (a) Bθ scale lengths at 43 microseconds.  (b) Bθ scale lengths averaged over 

the FRC lifetime. 
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 A possible mechanism by which the azimuthal fields are generated is an 

oscillation in direction of the main plasma current.  This current is predominately in the 

−𝜃  direction, but it is possible that it has a „wobble‟ that periodically points in the axial 

direction.  This axial component Jz of the current can be modeled as 

 
𝐽𝑧 = 𝑱 ∙ 𝑧  ~ 𝐽𝜃 cos  

2𝜋𝑡

𝑇𝑏
 ,  

(6.1) 

where Tb is a bounce period and Jθ is the azimuthal current.  Figure 6.6 is a contour plot 

of Bθ data from shot 5672, which is located near the midplane at z = -1.5cm.  Clearly 

visible are the periodic changes in magnetic field polarity at various radial positions.  The 

bounce period for this shot is approximately 25 microseconds, with a total of at most two 

bounces before the FRC dies at about 80 microseconds. 

 

 Further evidence that the oscillations in Bθ are due to axial bounces of the 

azimuthal current is the radial anti-symmetry of the magnetic field about the null 

position.  This indicates that for this shot at least, the center of the current channel that 

created the azimuthal magnetic field structure was located at approximately the same 

radial position as the current that created the axial fields. 
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Figure 6.6:  Bθ data from shot 5672.  Approximate Bz null position is overlain for 

reference.   

 

 Variations of the wobble period in time can be captured in an average sense by 

summing the wavelet spectrogram over a number of probe locations.  Figure 6.7 is a 

contour plot of the result of this technique; it illustrates the evolution of the distribution 

of Bθ from predominately long periods at the beginning of the FRC to a broad distribution 

of periods, and back again.  The averaging region for this plot is a rectangular portion of 

the plasma volume from z = -8.5 → 8.5 cm, and from r = 11 → 27.5 cm, with a total of 

605 probe instances used to create the plot. 
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Figure 6.7:  Evolution of average Bθ spectrogram, with the period being defined as the 

inverse frequency. 

 

 The average bounce period as a function of time for each shot in the dataset is 

calculated by  

 

𝑇𝑏 =
 

1
𝑓
𝑊𝑉 𝑡,𝑓 𝑑𝑓

𝑓𝑚𝑎𝑥

𝑓𝑚𝑖𝑛

 𝑊𝑉 𝑡, 𝑓 𝑑𝑓
𝑓𝑚𝑎𝑥

𝑓𝑚𝑖𝑛

,  

(6.2) 

where WV(t,f) is the wavelet transform of data from each individual probe.  The various 

periods are plotted in Figure 6.8 in color, with the ensemble average and standard 

deviation of the entire dataset plotted in white.  There is a large variation in bounce 

periods in the dataset, with periods ranging from 20 to 65 microseconds.  The overall 

trend is a decrease in the period from 20 to ~ 40 microseconds followed by a constantly 

slowing bounce period as time increases. 
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Figure 6.8:  Average period of Bθ for the entire dataset.  

 

 

 

6.2  Magnetic Flux 

 Axial magnetic flux surfaces are a complementary way to view and analyze the 

IFRC temporal and spatial evolution.  The axial flux Φ at each position and time is 

derived from knowledge of the axial magnetic field values; this is written mathematically 

as 

 
𝛷 𝑍,𝑅, 𝑡 − 𝛷 𝑍, 𝑟𝑎 , 𝑡 =   𝐵𝑧 𝑍, 𝑟, 𝑡 ∗ 2𝜋𝑟𝑑𝑟.

𝑅

𝑟𝑎

  
(6.3) 

Integration is done in the radial direction, with the integrand being the axial magnetic 

flux Bz through an annulus of radius r at axial position z at time t.  There is a constant of 

integration that must be defined for the magnetic flux in our system to be completely 

determined.  This constant, denoted by Φ(Z,ra), is the value of the flux at the point of a 

flux loop probe.  The flux loops measure the time rate of change of the axial magnetic 
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flux; upon integration in time, we can use this derived flux as a boundary condition and 

uniquely specify the flux as a function of axial position, radial position, and time. 

 

 A minor problem with finding the boundary condition for the magnetic flux is that 

we only have three flux loops to provide local flux measurements.  A key assumption that 

we make is that the axial magnetic flux is approximately constant just outside of the flux 

coil.  Local magnetic field measurements do indicate that the fields are nearly all in the 

axial direction at that radial position.  Flux loops measurements around the flux coil were 

attempted; each probe was destroyed as soon as plasma discharges were attempted, 

probably due to the large electric field with plasma shorting out the circuit.   

 

 The program that calculates the magnetic flux consists of the following steps.  We 

first integrate radially each two dimensional spatial snapshot of the axial magnetic field; 

this produces the correct radial shape of the axial magnetic flux at each z position.  The 

flux at each axial position must be shifted by some constant value to account for the flux 

that passes at radii less than our innermost probe.  Our assumption of straight field lines 

at small radii allows us to need only one boundary condition for the flux.  A flux loop 

near the midplane gives us the required constant by which we must shift our two 

dimensional flux map. 

 

 Figure 6.9 is a plot of the axial flux as a function of axial and radial position at 43 

microseconds.  The FRC is centered on the minimum value of the axial flux, and its 

extent can be estimated by the largest closed flux surface.  This surface, called the 
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separatrix, has a constant value of Φ and does not intersect any external boundaries.  The 

separatrix defines the boundary between regions of open and closed magnetic field lines, 

and roughly delineates the regions where the external currents are dominant from those 

where the plasma current is the main driver.  An IDL program called contour outputs the 

(z, r) coordinates of each contour from a two dimensional plot, and also notes whether or 

not the contour path exits the plotting region.  The separatrix is estimated numerically by 

finding the closed axial flux contour that has the maximal cross sectional area.   

 
Figure 6.9:  Axial Magnetic Flux At 43 Microseconds 

 

 So-called „sanity checks‟ are very useful when combining data from different 

probes.  One such check is to compare fluxes measured by the combination of the flux 

loops and B-dot probes to estimates of the fluxes produced by the measured currents that 

flow through our different field coils.  To do this, the flux coil and limiter coil are 

modeled as a series of current loops that closely approximate their actual positions.  

Analytic expressions for the radial and axial magnetic fields can be numerically evaluated 
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for the simulated current rings to help us find the fluxes at any particular point for a given 

current.  These constants can then be used in conjunction with the actual measured 

currents to find what the magnetic fluxes should be in the absence of plasma. 

 

 The flux coil is modeled by 80 current rings, spaced axially every 1.25 cm with a 

radius of 10 cm.  Each ring carries ¼ of the total current, as the flux coil is formed by 

four wires in parallel.  The limiter is simulated by six groups of six rings.  All limiter 

rings have a radius of 38 cm; rings in each group are spaced 1 cm apart from each other, 

with the center of each group separated by 10 cm from the next.  The currents flowing in 

the six groups were measured while the machine was open, and used to find the division 

of the total current between the six straps.  The radial and axial magnetic fields and axial 

fluxes are then found at many axial and radial positions for an input current of one 

ampere per coil.  Figure 6.10 illustrates the structure of the measured and simulated 

magnetic field magnitudes with both the flux and limiter coils discharging.  Note in 

particular the radial and axial similarities.   The comparison is completed by measuring 

the actual fluxes produced by the limiter and flux coils, and normalizing them by the 

currents that produce them.  Figure 6.11 shows the different profiles at the axial midplane 

as a function of radius.  The overall trends are similar; however the actual magnitudes do 

differ by a significant percentage, especially in the case of the limiter coil flux profile.  

The differences are most likely due to the lack of inclusion of the large metal end plates.  

Induced mirror currents in these plates are likely to alter the flux profiles from their 

theoretical values. 
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Figure 6.10:  (a) Measured and (b) analytic magnetic field magnitudes 
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Figure 6.11:  (a) Theoretical and measured axial flux profiles produced by  

the flux coil at z = 1.5 cm.  (b) Midplane theoretical and measured flux  

profiles for the limiter coil.  Note:  experimental measurements are made with no plasma 

present. 

 

 A way to visualize the response of the plasma to the flux coil is by plotting the 

excluded flux, Φex.  This is the difference between the flux without plasma and the flux 

with plasma, written as 

 ∅𝑒𝑥 (𝑧, 𝑟, 𝑡) = ∅0(𝑧, 𝑟, 𝑡) − ∅𝑝𝑙𝑎𝑠𝑚𝑎 (𝑧, 𝑟, 𝑡). (6.4) 

Here, Φ0 is the flux from the field coils without plasma and Φplasma is the measured flux 

during a plasma shot.  This can be found for all points where magnetic field 

measurements are made.  Radial distortions of the flux profiles are evident in Figure 

6.12(a); this becomes even clearer in Figure 6.12(b).  The excluded flux shows that the 

plasma is quite a good conductor and has an inner boundary very near the flux coil 

radius. 
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 Another way to estimate the excluded flux is by finding the amount of flux 

contained inside the separatrix.  This is written as 

 ∅𝑒𝑥  𝑧, 𝑟, 𝑡 = ∅𝑐 𝑧, 𝑡 − ∅𝑝𝑙𝑎𝑠𝑚𝑎  𝑧, 𝑟, 𝑡 , (6.5) 

where Φc is a measurement of the flux at the separatrix position which is assumed to lie 

along the flux coil.  Figure 6.12(c) is a plot of the flux inside the separatrix, and has a 

similar magnitude and spatial-temporal profile as Φex in Figure 6.12(b).   
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Figure 6.12:  (a) Time evolution of the axial flux Φplasma at the midplane with null 

position.  (b) and (c) Evolution of Φex measured by two different methods, with a dashed 

line at the contour of zero milliWebers. 
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6.3  Current Density 

 Distributions of current in space give rise to the magnetic fields that we measure.  

Much information can be discovered by inverting our magnetic measurements to find the 

current density distribution in our plasma. 

 

 The current density J is related to the magnetic field B by Ampere‟s Law,  

 𝛁𝑥𝑩 =  𝜇0𝑱. (6.6) 

We may neglect the displacement current, as it is many orders of magnitude smaller than 

the free current.  The terms in the curl on the left hand side are listed in Table 6.3.  

Derivatives in the 𝜃  direction cannot be determined, as we do not have probes that are 

positioned at different azimuthal positions.  Inspection of the curl terms shows us that 

only the current density in the 𝜃  direction is possible to find completely, given our 

diagnostic limitations.   

Curl Component Direction Possible To Find? 
1

𝑟

𝑑

𝑑𝑟
(𝑟𝐵𝜃 ) 

𝑧  Yes 

1

𝑟

𝑑

𝑑𝜃
(𝐵𝑟) 

−𝑧  No 

𝑑

𝑑𝑧
(𝐵𝑟) 

𝜃  Yes 

𝑑

𝑑𝑟
(𝐵𝑧) 

−𝜃  Yes 

1

𝑟

𝑑

𝑑𝜃
(𝐵𝑧) 

𝑟  No 

𝑑

𝑑𝑧
(𝐵𝜃 ) 

−𝑟  Yes 

Table 6.3:  Curl components of B in cylindrical coordinates 

 

 The inputs to the +𝜃  component of the current density calculation are the 

interpolated two dimensional Br and Bz arrays at each time slice.  Derivatives are 

calculated with the deriv function in IDL, which performs the numerical differentiation 
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by 3-point Lagrangian interpolation.  Once the appropriate derivatives are calculated, 

both two-dimensional arrays are added together to produce the current density array.  

This process is repeated for all different time periods; the result of this calculation is a 

three-dimensional array of the current density 𝐽𝜃  as a function of axial position, radial 

position, and time.   

 

 Figure 6.13 shows a plot of the current density at 43 µs.  Prominent features 

include the plasma current near the midplane with a center at approximately 20 cm.  Also 

visible are the currents that are flowing in the limiter coil at a radius of 38 cm.  The 

current ring is obviously broken into multiple filaments that are separated axially from 

each other.  This may be an artifact due to the sampling points at which the fields are 

measured, or may be an actual measurement of main ring splitting into several smaller 

rings. 

 
Figure 6.13:  Jθ in the z-r plane at 43 microseconds. 
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Figure 6.14:  Axially averaged Jθ as a function of time and radial position 

 

 Figure 6.14 is a contour plot of the axially averaged Jθ, produced by 

 
𝐽𝜃  𝑟, 𝑡 =

1

𝑧𝑚𝑎𝑥 − 𝑧𝑚𝑖𝑛
 𝐽𝜃 𝑧, 𝑟, 𝑡 𝑑𝑧. 

(6.7) 

The center of the current distribution in the −𝜃  direction lines up well with the estimation 

of the null position.  Features to note are the rapid radial motion outwards of the current 

channel, with a velocity approaching 1 cm/µs, as well as the constant increase of the 

current carried by the limiter coils, located at r = 38 cm.  The current density stays 

increases only slightly after reaching its maximal radial position, which can be explained 

by a balance between the driving electric field from the flux coil and the electric field 

produced by the plasma resistivity.  It is possible that the currents supplied to the limiter 

coil became too large for radial pressure balance to be maintained, which led to the 

subsequent implosion from 50 microseconds on to the time of FRC death near 90 

microseconds.  It is likely that clamping the limiter current‟s magnitude at 50 

microseconds with a crowbar would have extended the FRC lifetime. 
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 Another „sanity check‟ that is done is a comparison between currents calculated 

from B-dot measurements and currents measured by other devices.  Our main Rogowski 

coil measures the plasma current Ip, while a smaller Rogowski coil monitors the current 

Ilimiter that flows through the limiter coil.  The integration of the current density Jθ over 

the plasma cross section A gives a second estimate of the total toroidal current Iθ.  The 

two methods, written as 

 
 𝐽𝜃(𝑧, 𝑟)𝑑𝐴
𝐴

= 𝐼𝜃 = 𝐼𝑝 + 𝐼𝑙𝑖𝑚𝑖𝑡𝑒𝑟 , 
(6.8) 

should equal each other if everything is working properly.  As Figure 6.15 shows, the two 

different methods of measuring currents in our plasma agree quite well with each other.  

Integration over the two dimensional space of the current density provides the best 

agreement to the actual measured currents, and should be used rather than a simple 

summation formula in similar situations where double integration is desired. 
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Figure 6.15:  Comparison of toroidal currents measured directly  

and inferred from magnetic field measurements.  Three methods of current estimation 

from magnetic field measurements are shown. 

 

 Radial and axial current densities are not present in the classical picture of an 

FRC, as they indicate deviations from purely poloidal magnetic fields.  It should not be 

assumed however that these currents are zero, especially when experimental data exist 

that can confirm or deny their presence.  Missing toroidal gradients in Br and Bz do not 

allow for a complete calculation of Jz and Jr.  It is probable however that the toroidal 

variations of these quantities are small, which implies that the axial and radial currents 

are primarily determined by the axial and radial gradients of Bθ.  Limits can be put on the 

magnitudes of Jz and Jr by estimating the amount of charge that enters the plasma volume 

as a function of time.  This is done by modeling several different charge distributions in 

our plasma and comparing the potentials that are created to an actual measurement of the 

plasma floating potential.  If the currents flowing into the plasma calculated solely from 



 88 

variations in Bθ are sufficient to account for the charge build up in the plasma, we can 

discount the missing gradient terms entirely. 

 
Figure 6.16:  Floating potential measurement 

 

 The first model for the charge distribution in our plasma is a constant density 

distributed over the plasma volume.  The potential V due to this can be written as 

 
𝑉 =

𝜌0

𝜀0
 

𝑟𝑑𝑟𝑑𝜑𝑑𝑧

  𝑧 − 𝑧0 2 + 𝑟2 + 𝑟0
2 − 2𝑟𝑟0cos⁡(𝜑 − 𝜑0)

 
(6.9) 

where ρ0 is the charge density, ϵ0 is the vacuum permittivity, the coordinates of the 

reference point are (r0, φ0, z0), and the integral is done from r =0.11→0.38 m, φ = 0→2π 

radians, and z = -0.3→.03 m.  Evaluation of this integral with a reference point of (r0, φ0, 

z0) = (0.25, 0, 0.5) and a sample charge density of 1
𝐶

𝑚3
  results in a potential of 

approximately 4.8x10
10

 volts.  Since we measure a floating potential that is -1000 volts or 

less, the actual charge density must be approximately −20
𝑛𝐶

𝑚3
.  This equates to a charge 

density imbalance of about 10
11

 e
-
 / m

3
, for a total charge in our plasma volume of about -

5 nC. 
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 The second model consists of a Gaussian distribution in both the axial and radial 

directions.  Mathematically, this charge distribution is written as 

 
𝜌(𝑟, 𝑧) = 𝜌0 exp −

 r − 0.25 2

2 ∗ 0. 072
−

 z 2

2 ∗ 0.152
 . 

(6.10) 

The potential from this charge distribution is once again found by integration over the 

plasma volume, written as 

 
𝑉 =

1

𝜀0
 

𝜌(𝑟, 𝑧)𝑟𝑑𝑟𝑑𝜑𝑑𝑧

  𝑧 − 𝑧0 2 + 𝑟2 + 𝑟0
2 − 2𝑟𝑟0cos⁡(𝜑 − 𝜑0)

. 
(6.11) 

For this charge distribution and the same reference point of (r0, φ0, z0) = (0.25, 0, 0.5), the 

peak charge density ρ0 must be approximately −64
𝑛𝐶

𝑚3 to satisfy the floating potential 

measurement.  This is equivalent to an imbalance in ions to electrons of about 4x10
11

 e
-
 / 

m
3
 and a total charge in the plasma volume of -16 nC.   

 

 Both sample charge distributions give charge densities of the same order of 

magnitude for the measured floating potential voltage.  The charge imbalance is also very 

small compared to the total plasma density, which is on the order of 10
20

 m
-3

. 

 

 The net current entering the plasma volume should be proportional to the time 

rate of change of the floating potential.  Since we know that the total plasma charge is on 

the order of 10
-8

 Coulombs, and the peak rate of change is about 10
-5

 electrons/s, the peak 

current flowing into the plasma can only be approximately 10
-3

 Amperes.  This is very 

small compared to the plasma current that forms the FRC, which has a peak magnitude of 
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more than 10
4
 Amperes.  This strongly suggests that any large calculated current densities 

in the radial and axial directions must be due to the lack of inclusion of toroidal gradients. 

 

 Figure 6.17 shows the total currents into two test volumes based on the 

incomplete calculations of Jr and Jz.  The first test region encompasses the entire volume 

between the limiter and flux coils, with a surface area of 1.84 m
2
.  Its axial and radial 

limits are ± 28.5 cm and 11→38.5 cm respectively.  The second encloses a smaller 

volume with z = ± 23.5 cm and r = 12.7→36.7 cm, for a total area of ~1.45 m
2
.  The 

calculated total currents into these volumes are much larger than the limits imposed by 

floating potential measurements; however, the average current densities at the two 

surfaces of 2.2 kA m
-2

 at A1 and 1.7 kA m
-2

 at A2 are both less than one percent of the 

maximum current density.  This implies that the toroidal gradients are not necessary to 

include for a quantitative description of the current densities in the axial and radial 

directions near the plasma center, since the input currents at A2 match the constraints 

placed on them. 

 
 

Figure 6.17:  Total currents flowing into the plasma volume. 

 

 Figure 6.18 shows Jr and Jz at 43 microseconds.  The current densities are 

calculated from the interpolated values of Bθ, and then smoothed in software, with axial, 
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radial, and temporal averaging of 3, 5, and 20 points respectively.  This corresponds to 

averaging over 7 cm axially, 2 cm radially, and 2 microseconds in time.  Local values of 

these current densities are comparable in magnitude to Jθ.  Prominent features at this time 

include a large axial current density near r = 20 cm, with return currents at r ~ 25 cm and 

r ~ 15 cm.  Also clearly visible in the axial current density plot are contributions from the 

limiter coil at some axial positions.  This is most likely due to an incomplete or 

inaccurate rotation matrix calculation, though it is possible that axial currents are flowing 

along open field lines.  The radial current density plot has regular axial and radial 

features.  It is anti-symmetric about the point (z,r) ~ (0,25).  This point corresponds to the 

axial center of the magnetic field null region, where the current and density are at their 

maximum values.  This has been seen on other experiments
19

 
36

 
37

 and simulations
38

 
39

 

and could be due to the Hall effect for a radial current.   
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Figure 6.18:  Current densities in the (a) Axial and (b) Radial directions at 43 

microseconds.  These calculations ignore toroidal gradients in Bz and Br. 
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6.4  Inductive Electric Field 

 The electric field E in the plasma is found by an application of Faraday‟s Law in 

integral form,  

 
 𝛁 × 𝑬 ∙ 𝒅𝒂 = 𝑬 ∙ 𝒅𝒍 = −

𝑑

𝑑𝑡
 𝑩 ∙ 𝒅𝑨 = −

𝑑∅

𝑑𝑡
 

(6.12) 

This equation relates the change in time magnetic flux Φ to the electric field E around the 

loop that encloses it.  Only the theta component of the electric field can be fully resolved 

by this technique, as the bounding paths of the loop integral are not well defined due to 

magnetic field sampling in only a two-dimensional plane.   

 

 Eθ is derived by knowledge of the loop voltage Vloop at a radius a, as well as the 

radial profiles of the axial component of B-dot.  This is written as 

 
𝐸𝜃 𝑟, 𝑧 ≅

𝑉𝑙𝑜𝑜𝑝

2𝜋𝑎
−

1

2𝜋𝑟
 

𝑑𝐵𝑧
𝑑𝑡

2𝜋𝑟′𝑑𝑟′ ,
𝑟

𝑎

 
(6.13) 

where the integrand is evaluated at each axial location separately.  The loop voltage as 

measured by the flux loop at the midplane provides a boundary condition, subject to the 

assumption that there is very little axial variation in the electric field at large radii.  This 

is probably a valid assumption, since the three flux loops present show an axial variation 

of 5% or less. 
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Figure 6.19:  Eθ measurement at 43 microseconds 

 

 Figure 6.19 shows a plot of the toroidal electric field Eθ.  The field is entirely in 

the −𝜃  direction at this time, with a nearly monotonic decrease in magnitude with 

increasing radial position.  There are axial inhomogeneities at approximately ±10cm that 

are not expected based on the field coil geometry that is present in our system.  They are 

possibly due to the assumption of straight field lines at the inner flux coil.  Measurements 

of the loop voltage at more axial positions would provide a better set of boundary 

conditions; three positions were all that were acquired for this dataset.  The fields 

generally remain in the −𝜃  direction throughout the discharge, though there are brief 

period of time where the fields are locally reversed.  The axially averaged value of Eθ is 

shown in Figure 6.20.  Temporal variations of more than 200 V/m/µs are present at 

particular radial positions.  When averaged over the cross sectional plane, as shown in 

Figure 6.21, the loop voltage is entirely in the negative toroidal direction.  The dramatic 
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changes in time indicate that the plasma is strongly affecting the electric field that is 

produced by the inner flux coil. 

 
Figure 6.20:  Axially averaged Eθ as a function of time and radial position.  The dotted 

line marks the contour where the electric field is equal to zero. 

 

 
Figure 6.21:  Average loop voltage 

 

 
Figure 6.22:  Theoretical loop voltage 
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 The electric field as measured can be compared to theoretical profiles produced 

by the field coils in the absence of plasma.  This is done by using the measured currents 

flowing through each coil during plasma shots and the resultant fields that are produced 

from the simulated field coils (See Section 6.2.)  The axial symmetry about the midplane 

is apparent in Figure 6.23, as should be expected given the symmetric design of the 

simulated coils.  The average loop voltage that the simulated field coils produce is shown 

in Figure 6.22.  While the overall magnitudes of the two voltages are similar, deviations 

of more 100% occur at many times.  This further illustrates the effect that the plasma has 

on the applied electric field. 

 
Figure 6.23:  Theoretical Eθ based on measured currents at 43 microseconds 

 

 

6.5  Plasma Temperature 

 Estimates of the ion and electron temperatures are key ingredients in many 

descriptions of plasmas.  Whether measured by Doppler broadening of line radiation or 

by direct measurements of neutral particle energies, the concept of an average 
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temperature is one of the most fundamental ways that plasma can be characterized.  We 

do not have local measurements of the temperature, since triple probes did not perform 

adequately on the IFRC.  This leaves spectroscopy as the only means available of 

measuring the plasma temperature.  As will be discussed, Doppler broadening of spectral 

lines has several challenges that make interpretation difficult. 

 
Figure 6.24:  Velocity spreads measured by Doppler shifts for (a) singly ionized carbon 

and (b) neutral hydrogen.  (c) Electron temperature from line ratio. 

 



 98 

 The velocity spreads of neutral hydrogen and singly ionized carbon are shown in 

Figure 6.24 (a) and (b).  Also shown is the electron temperature estimated by line ratio 

measurements.  These plots have been estimated from a compilation of 249 shots.  The 

electron temperature, shown in Figure 6.24 (c), shows relatively small absolute changes 

in time, though the percentage changes between the minimum and maximum measured 

approach 100%. 

 

 The ion „temperatures‟ inferred from Doppler broadening are not physically 

reasonable, and become more unreasonable as the source particle mass increases.  These 

„temperatures‟ are much higher than expected, considering that very little neutral and no 

ionized helium emission was observed.  Even the hydrogen „temperature‟ is too large, 

given that the measured intensity does not decrease with time.  The ionization fraction 

may be estimated from the Saha equation, which can be written as 

 𝑥2

1 − 𝑥
=

exp⁡(−13.6
𝑘𝑇 )

𝑛𝜆𝑑𝐵
3 , 

(6.14) 

where x is the ionization percentage, kT is the plasma temperature, n is the ratio of 

hydrogen neutrals to ions, and dB is the electron deBroglie length.  Assuming n in the 

range of 10
10

 to 10
15

 cc
-1

, hydrogen is completely ionized to better than 1 part in a million 

by 2.58 eV.  It is quite hard to believe that the intensity would stay approximately 

constant as a function of time (see Figure 6.25), given that the radiation emitted is 

proportional to the neutral density, which if anything should be dropping in time.   
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Figure 6.25:  Average intensities for various spectral lines
31

 

 

 A plausible picture that could explain the suspiciously high ion „temperatures‟ is 

that there is a bulk radial motion as well as random thermal motion.  The viewing chord 

of the spectrometer could intersect the radial motion such that the spatial distribution of 

velocities could contribute to the observed broadening. The relationship between 

broadening sources can be modified to include a term related to bulk motion of a 

particular species.  This is written as 

 
Δ𝜆𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 =  Δ𝜆𝑡𝑕𝑒𝑟𝑚𝑎𝑙

2 + Δ𝜆𝑖𝑛𝑠𝑡 .
2 + Δ𝜆𝑠𝑡𝑎𝑟𝑘

2 + Δ𝜆𝑏𝑢𝑙𝑘
2 , 

(6.15) 

where the broadening due to bulk motion has been removed from the thermal term.  This 

equation can be rewritten as 

 
Δ𝜆𝑡𝑕𝑒𝑟𝑚𝑎𝑙 =  Δ𝜆𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑

2 − Δ𝜆𝑏𝑢𝑙𝑘
2 − .09, 

(6.16) 
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where the values for the instrumental and stark broadening terms have been input.  The 

fluid velocity of carbon ions necessary to produce a Doppler shift equivalent to a 100 eV 

thermal distribution is nearly the same as the thermal velocity of hydrogen, 

approximately 2.8 cm/µs if the hydrogen „temperature‟ is correct.  It is most likely that 

the ionized carbon does not actually have zero temperature; Equation 6.16 gives the 

relationship between velocity and temperature combinations that could produce the 

observed broadening of the spectral line.   

 

 One plausible guess for the ion temperatures is that they are equal to the electron 

temperature, and all other broadening is due to bulk motion along the line of sight.  The 

bulk velocities estimates of carbon and hydrogen are shown in red in Figure 6.26 (a).  

Note especially that the velocities of both ion species are within 50% of each other 

throughout the FRC lifetime, and have similar decaying trends as time increases. 
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Figure 6.26:  (a) Estimates of fluid velocities that give rise to erroneously large ion 

temperatures.  (b) Ion temperatures after subtraction of line of sight broadening. 

 

 Another method of estimating temperatures and velocities of hydrogen and carbon 

is to allow the temperature of each species to vary in time.  The purple traces in 

Figure 6.26 (a) show the two ion velocities, with the temperature and velocity differences 

minimized at each time.  Both the temperatures and velocities are essentially identical in 
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this model, though the temperature evolution seems unlikely to actually occur in the 

IFRC. 

 

 Both methods of bulk ion velocity estimation result in similar magnitudes and 

temporal evolutions.  The question arises:  What are possible sources of a radial 

acceleration that could give rise to the velocities necessary to account for the observed 

broadening?  One possibility could be the radial ExB drift.  The azimuthal electric field 

that forms the FRC and drives the plasma current is present throughout most of the 

discharge.  The interactions of ions with this field and the axial magnetic fields formed by 

the plasma current will produce a bulk drift towards the magnetic null, with a magnitude 

of approximately 

 
VExB ~

200 𝑉/𝑚

. 01 𝑇
= 2

𝑐𝑚

𝜇𝑠
. 

(6.17) 

 

 Another possible source could be the radial electric field that should be present in 

the equilibrium rigid-rotor FRC description.  This field has not been measured to date; 

the magnitude is based solely on the analytical solution.  As shown in Figure 2.2, the 

magnitude of Er should vary (unmeasured) from -100 V/m to over 400 V/m for typical 

IFRC parameters.  Assuming an electric field of 100 V/m or greater, it would take 

approximately 2 µs and 2 cm to accelerate a proton up to 2 cm/µs.  A singly ionized 

carbon atom would take about 25 µs and 25 cm to reach 2 cm/µs.  These timescales are 

short enough compared to the IFRC lifetime that it is possible that the radial electric field 

could be responsible for the necessary velocities, though the distance necessary to 

accelerate a carbon ion approaches the system size.   
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 Collisional drag between protons and carbon ions could provide another 

mechanism of acceleration that would shorten the travel distance of carbon ions.  For 

temperatures in the range of 3 eV and densities in the range of 10
12

 to 10
13

 particles / cc, 

the collision frequency between protons and singly charged carbon ions is approximately 

10
5
 to 10

6
 s

-1
.
40

  A velocity difference of 1 cm/µs between the two ion species results in 

an acceleration on the order of 10
9
 to 10

10
 m s

-2
, which is the same magnitude as that 

resulting from an electric field of 100 V/m. 

 

 The effect of a chord intersecting a population of particles with a constant radial 

velocity has the net effect of creating a relatively flat spectral shape near the unperturbed 

wavelength smoothly increasing to two peaks at 0 ± 0Vr/c.  One can imagine a varying 

spatial velocity profile more realistic than a constant that would still produce a broadened 

spectral signature.  Figure 6.27 shows two different Hα profiles that are the result of a 

particular line of sight intersecting a population of particles with a constant outward 

radial velocity of 2 cm/µs.  The line of sight is taken to be a chord stretching from -30 to 

30 cm with a vertical offset of 25 cm.  The solid curve results from an equal number of 

particles at every position along the chord, while the dotted curve is produced by a 

rigid-rotor distribution that peaks at a radius of 22 cm and has a width of 7 cm, similar to 

predicted FRC density distributions.  Both distributions have zero broadening from 

thermal motion.  Also plotted is the broadened profile due to a 2 eV thermal distribution.  

The broadening due to bulk motion and the line of sight is quite comparable in magnitude 

to typical thermal temperatures in the IFRC. 
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Figure 6.27:  Doppler broadened profiles for two analytic densities with a thermal 

distribution for reference. 

 

 In summary, the measured amount of Doppler broadening implies ionic 

temperatures that are physically unreasonable.  It is considered to be quite likely that line 

of sight effects due to bulk motions of the ions contributes strongly to the observed 

amount of broadening.  Since we cannot measure these bulk motions, the electron 

temperature will be used from throughout this thesis as an estimate for all ionic 

temperatures. 

 

6.6  Faraday Cup 

 The performance of a fusion device is often qualified by how well it confines 

particles.  This is usually measured by the particle loss rate from the plasma when 

compared with the particle inventory, with the goal of most experiments to minimize 
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these losses.  The particle losses out the axial end planes of the IFRC are measured by an 

array of five Faraday cups spaced every 5 cm from 11 to 31 cm.  The data presented were 

compiled over a sequence of 187 shots, with the differences between the two datasets 

being the charging voltage on the plasma gun capacitor bank.  The normal charging 

voltage of 12 kV was studied for 80 shots, while a higher voltage of 16 kV was sampled 

107 times with a goal of increasing the plasma density.  

 
Figure 6.28:  Faraday cup data at r = 16 cm.  (a) Average of 80 shots, with the plasma 

gun charging voltage at 12 kV.  (b) Plasma guns at 16 kV, 107 shot average. 
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  The average signal of one Faraday cup is shown in Figure 6.28.   There is 

substantial variability in the losses from shot to shot, indicated by the error bars.  While 

the cups are biased negatively at -48 volts to collect ions, there is an average negative 

current from 30-44 microseconds measured by four of the five probes, graphically shown 

in Figure 6.29.  This could be due to rapid changes in the floating potential or expulsion 

of fast electrons.  The amplitude of the losses tracks the position of the null with time and 

peaks at a slightly larger position.  This means that most of the particles lost from the 

IFRC originate on the outer edge of the plasma rather than near the flux coil, and 

suggests that open field lines which surround the separatrix guide particles out the end of 

the machine. 
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Figure 6.29:  Radial and temporal evolution of average Faraday cup signals for (a) FCUP 

dataset and (b) FCUP16k.  Approximate position of the magnetic null is shown by the 

dashed line. 

  

 The total amount of particles lost out one end of the machine is estimated by 

radially integrating the Faraday cup signals at each time and then integrating in time.  

This is written as 

 
𝑁𝑙𝑜𝑠𝑠  𝑡 =

2𝜋

∆Ω
 𝑑𝜏 

𝐼(𝑟, 𝜏)

𝑒𝐴

31

11

𝑡

0

2𝜋𝑟𝑑𝑟, 
(6.18) 

 where e is the unit charge, A is the area of each Faraday cup, and 2𝜋/∆Ω corrects for the 

acceptance angle of the each cup with a value of approximately 110. The losses 
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calculated here are probably an underestimate for two reasons.  First, radial losses are not 

measured at all.  While probably small compared with the axial losses, they should be 

measured in the future to provide a more accurate account of particle transport.  Second, 

the negative currents measured from ~32-40 microseconds actually reduce the calculated 

value of lost particles.  Though this is completely unphysical, the magnitude and duration 

of this negative current is relatively small compared with the overall discharge which will 

not change our estimates of the lost particles appreciably. 

 

 The two datasets have similar time and spatial evolutions indicating that the 

overall discharge does not change much when the plasma gun voltage is increased.  The 

larger charging voltage does cause the particle loss rate to peak earlier in time than the 

NCP case, with a larger negative current preceding it as well.  It is also interesting that 

the total particle losses are about the same, as shown in Figure 6.30.  It is unclear whether 

the increased voltage did increase the plasma density; the negative currents at ~35-40 

microseconds in Figure 6.30 (b) could be masking more losses.   
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Figure 6.30:  Particle loss out one end plane for two datasets 

 

 The Faraday cup signals have identified a large pathway for energy losses in the 

IFRC, and hints that the source may be open field lines at the plasma edge.  This subject 

will be revisited in Chapter 10 by studying the correlations between magnetic fluctuations 

and the particle losses.  

 

6.7  Summary of Basic Parameters 

 Magnetic field measurements indicate that an FRC was formed and maintained 

for approximately 50 microseconds.  The estimates of the poloidal flux indicate closed 

field lines, surrounded by open field lines that guide lost particles out the axial end 

planes.  The measured magnetic fields, and estimated magnetic flux, current density, and 

electric field agree well with theoretical profiles for the measured currents in the field 

coils.  This agreement bolsters the faith in the measurements.  The IFRC does have large 
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toroidal magnetic fields that vary strongly with time and position.  These fields arise 

spontaneously, and could be due to a periodic wobble in the toroidal plasma current. 
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Chapter 7:  Secondary Quantities 

 

 Armed with the knowledge of the magnetic and electric fields, current density, 

plasma temperature, and particle fluxes, we can begin to derive important information 

that guides our understanding of the behavior of our particular FRC.  Parameters that will 

be described in this chapter include the following: plasma pressure, average beta, and the 

radial component of the Poynting vector.  From the thermal pressure, the density and 

particle inventory will be derived, using temperature measurements from spectroscopy.  

These variables are necessary for a complete understanding of the distribution of energy 

and power flows that will be discussed in Chapters 8 and 10.  

 

7.1  Plasma Pressure 

 The plasma pressure p is due predominately to the thermal energy of the plasma, 

and can be written 

 𝑝 =  𝑛𝑖𝑘𝑇𝑖  ~ 𝑛(𝑘𝑇𝑒 + 𝑘𝑇𝑖)
𝑖

, (7.1) 

where n is the plasma density, kTe is the electron temperature, and kTi is the hydrogen 

temperature.  Both the temperature and density may be functions of position, though in 

practice it is assumed that the temperature is constant.  This assumption is based on past 

experimental evidence that have indicated relatively flat temperature profiles inside the 

separatrix of FRCs.  Direct measurements of the local plasma density do not exist on the 

IFRC; triple probe measurements did not give physical results, most likely due to large 

fluctuations in the floating potential.  Density estimates based on pressure balance were 
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consistent with interferometer data in the past;
41

 for the sequence of shots on which this 

thesis is based however, no interferometer data are available.  Due to these issues, plasma 

pressure must be inferred from other estimates, such as radial pressure balance and ion 

saturation current measurements. 

 

 The statement of radial pressure balance can be written as a balance between the 

pressure gradient force and the magnetic J x B force, written as 

 𝛁𝑝 = 𝑱 × 𝑩, (7.2) 

or 

 
𝛁 𝑝 +

𝐵2

2𝜇0
 = (𝑩 ∙ 𝛁)𝑩 𝜇0 . 

(7.3) 

This is just a simplification of the generalized Ohm‟s Law equation (Equation 8.1) in the 

limit of infinite conductivity and zero electric field and fluid velocity.  Equation 7.3 can 

be simplified to look at the radial component only, and is given by 

 𝑑

𝑑𝑟
(𝜇0𝑝 +

𝐵𝜃
2 + 𝐵𝑍

2

2
) = 𝐵𝑍

𝑑𝐵𝑅
𝑑𝑧

−
𝐵𝜃

2

𝑟
. 

(7.4) 

Since the magnetic field structure is known, we next integrate both sides of Equation 7.4 

and solve for the radial profile of the plasma pressure at each axial position.  The 

integration constant at each axial position is found by solving the axial pressure balance 

equation and using the derived axial profile at the maximum radial position to add the 

appropriate constant to the radial profiles at each axial position.  Finally, another constant 

value is added to the resultant 2D pressure profile such that the minimum pressure at each 

time is always greater than or equal to 0.1 Pa.  This method produces pressure profiles at 

43 microseconds as shown in Figure 7.1 (a).   
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Figure 7.1:  (a) Plasma pressure from radial force balance with constants found form 

axial force balance at 41 cm.  (b) Pressure derived from Jplasma x B, where Jplasma clips the 

derived current densities outside of 32 cm. 

 

 The periodic variations of the density with axial position are partly due to the 

analysis technique.  The assumption of straight field lines near the null is not always 

correct, as stray fields have been measured there with magnitudes of approximately 10-20 
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Gauss.  The plots of magnetic energy density do show that there is an axial separation of 

the density into two or more rings that split and merge as the discharge progresses.  See 

Figure 6.3 for example, noting in particular the axial variations where the magnitude of 

the magnetic field is small. 

 

   An alternative method which produces more physically reasonable plots is to use 

only the plasma current to derive the plasma pressure.  This is done by clipping the 

current densities at radii near the limiter coil.  The rationale behind this is that the 

measurements of the magnetic field are not sampled sufficiently near the limiter coil 

where their gradients are very large.  This results in the unphysical picture of large 

plasma densities on open field lines near the limiter coil, as shown in Figure 7.1 (a) at 

radial positions of 35 cm and greater.  The radial clipping point of ~32 cm is estimated by 

finding the radial position where the total current measured by gradients in the magnetic 

fields is equal to the measured limiter current.  Equation 7.2 is then solved by integrating 

in r, assuming that the pressure is constant at the maximal radial position, and then 

shifting the resulting 2D array by a constant to ensure that the pressure is still greater than 

or equal to 0.1 Pa.  The profiles produced by this method (see Figure 7.1 (b)) have less 

variation in axial position than the first method, and do not lead to large densities on open 

field lines.   

 

 The third method consists of making localized measurements of the ion saturation 

current along many radial points.  The ion saturation current, given by Equation 4.8, is 

proportional to the plasma density and the square root of the plasma temperature.  With 
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prior knowledge of the temperature, this current measurement can be unfolded to yield 

the local density and plasma pressure, written as 

 
𝑛 =

𝐼𝑠𝑎𝑡
𝑒𝐴𝑐𝑠

 
(7.5) 

and 

 𝑝 = 𝑛 ∗ 𝑘𝑇. (7.6) 

Ion saturation measurements were only made at the axial midplane.  This precludes them 

from two dimensional reconstructions.  These measurements show that the density 

derived from radial pressure balance has a similar radial and temporal evolution at the 

axial midplane.  Since the two measurements agree fairly well, only the pressure 

measurements based on force balance will be used from here on, as they provide a more 

complete picture of the spatial distribution of the plasma density. 
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Figure 7.2:  (a) Plasma density evolution as inferred from force balance, and 

(b) Ion saturation measurements along the same radial chord. 

Note:  Measurements are from different sets of shots. 

 



 117 

 
Figure 7.3:  Density profile in R-Z plane at 43 microseconds 

 

 Figure 7.3 is a contour plot of the densities derived by the two force balance 

methods at 43 microseconds.  Note in particular how the second method, using only the 

plasma current, results in a profile that peaks inside of the estimated separatrix position. 
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 With estimates of the spatial distribution of the plasma density, the total particle 

inventory N can be estimated.  This is simply the volumetric integral of the density under 

the assumption of azimuthal symmetry and is written as 

 
𝑁 =  𝑛(𝑟, 𝑧)2𝜋𝑟𝑑𝑟𝑑𝑧

𝐴

, 
(7.7) 

where A is cross-sectional area in the R-Z plane.  From this plot, it is apparent that the 

estimated particle losses in Figure 6.30 are probably too large by a factor of 5-10, as the 

inventory has a peak value at 55 microseconds of only 4.5E19, while the losses were 

estimated to be greater than 2E20.  The large increases and decreases are consistent with 

poor particle confinement, though the assumptions of pressure balance, temperature 

isotropy, and zero toroidal variations could affect the inventory calculation as well. 

 
Figure 7.4:  Particle inventory 

 

7.2  Average Beta 

 Magnetic field and density measurements can be cast into a form that allows an 

estimate of the volume averaged plasma beta.  This section discusses how the equations 

are formulated, the data that are necessary, and concludes with a plot of the time 

evolution of the volume averaged beta. 
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 The ratio of thermal to magnetic pressure is called beta, written as 

 
𝛽 =

𝑛𝑘𝑇

𝐵2/2𝜇0
. 

(7.8) 

This quantity can be defined as a ratio of local values or as an average taken over some 

spatial domain.  Global averages make more sense on field-reversed configurations, due 

to the wide ranges of density and magnetic field values that are present in typical 

systems.  Local values of beta range from zero, where no plasma is present, to infinity 

where the magnetic field is equal to zero.  The volume averaged beta <β>, which is the 

preferred measure, is calculated by integrating the numerator and denominator of 

Equation 7.8 separately, and then taking the ratio.  The numerator integral is equal to 

 𝑝𝑑𝑉, while the denominator is equal to the total magnetic energy.  Experimentally 

measured profiles are used for both integrations; Figure 7.5 shows the resulting time 

evolution of <β>.  

 
Figure 7.5:  Volume averaged beta 

 

 Also included in Figure 7.5 is the change in stored magnetic energy between the 

plasma dataset and that of background fields only, normalized by the background 

magnetic field energy.  To zeroth order, the extra magnetic energy when plasma is 
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present is equivalent to the thermal energy, while the background fields remain 

unperturbed.  The overall magnitudes of the two estimates of the volume averaged beta 

are similar, as are the temporal evolutions.  

 

7.3  Poynting Vector 

 The Poynting vector S describes how electromagnetic energy moves through 

space, and is written as 

 
𝑺 =

1

𝜇0
𝑬 × 𝑩. 

(7.9) 

The radial component of this vector depends on the axial and toroidal components of the 

electric and magnetic fields.  Since Ez is assumed to be zero, or at least much smaller than 

the other terms, the radial profiles of Sr are given by 

 
𝑆𝑟 =  

1

𝜇0
𝐸𝜃𝐵𝑧 . 

(7.10) 

 

 An obvious feature of the spatial distribution is the division into two radially 

separated regions, graphically depicted in Figure 7.6.  Power generally is directed 

towards the magnetic field null, though there are brief periods in time where the direction 

is reversed.  This is to be expected, given that the IFRC is a driven system with power 

delivered from the field coils to the plasma.  The null position marks the average radial 

point where incoming flux is annihilated and converted into thermal energy. 
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Figure 7.6:  Spatial structure of the radial Poynting vector at 43 microseconds.  Null 

position is shown by the black dashed line. 

 

 
Figure 7.7:  Time evolution of the axially averaged radial Poynting vector.  Null position 

is shown with the dashed black line.  Note that the two plots of the Poynting vector do 

not have the same amplitude scales. 
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Chapter 8:  Plasma Resistivity and Power Balance 

 

 The generalized Ohm‟s Law in plasma is derived from a two fluid description of 

the momentum equation, and can be written as 

 
𝑬 + 𝒗𝑥𝑩 =  𝜂𝑱 +

𝑱𝑥𝑩

𝑛𝑒
−
𝛁𝑝

𝑛𝑒
 

(8.1) 

where terms that are small have already been dropped.  New terms are the plasma fluid 

velocity v and resistivity η.  This equation states that the electric field in the plasma frame 

(left side of Equation 8.1) is balanced by three terms on the right hand side, due to plasma 

resistance ηJ, the Hall term (𝑱 × 𝑩)/𝑛𝑒, and gradients in the thermal pressure 𝛁𝑝/𝑛𝑒.  

This chapter begins with estimates of the plasma resistivity, based on knowledge of the 

field components, density profiles, and plasma temperature that have been found in 

previous chapters.  An estimate of the ohmic power is found, and comparisons are made 

to the input power found from the Poynting vector at the plasma edge.  The thermal and 

electromagnetic components of energy stored in the plasma, and various loss terms are 

estimated.  Finally, the energy confinement time is estimated and compared to 

measurements from other experiments.  It will be shown that the dominant means of 

energy loss on the IFRC is through particle transport, with a correspondingly low energy 

and confinement time. 

 

8.1 Plasma Resistivity 

 The generalized Ohm‟s Law (Equation 8.1) is a vector equation, and should hold 

for any particular component.  An analysis of the toroidal component is the simplest and 
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most accurate, since the electric field and current density can be evaluated completely in 

that direction.  At the magnetic field null, the magnetic field and pressure gradient are 

approximately zero.  This means that we can drop the v x B term, the Hall term, and 

pressure gradient term from Equation 8.1, leaving us with a linear relationship between 

the toroidal electric field and current density.  When the current density is the 

independent variable, the constant of proportionality is called the resistivity, and is given 

by 

 
𝜂 =

𝐸𝜃(𝑧, 𝑟 = 𝑟𝑛𝑢𝑙𝑙 )

𝐽𝜃(𝑧, 𝑟 = 𝑟𝑛𝑢𝑙𝑙 )
. 

(8.2) 

This method, while analytically valid, is somewhat prone to numerical errors, such as 

when the electric field or current density reverses sign.  Different averaging conditions 

lead to slightly different values of the calculated resistivity.  Figure 8.1 shows three 

different averaging estimates, as well as the Spitzer resistivity calculated for the 

estimated values of the density and temperature in the IFRC.  The first method averages 

Eθ and Jθ over a 1.5 cm radial region centered on the magnetic null for each axial 

position, and then averages these values over the axial extent of the plasma before taking 

the ratio.  The second method expands the averaging regions to encompass the entire 

toroidal cross-section.  This is equivalent to performing a two dimensional integral of Eθ 

and Jθ over the radial and axial positions.  The current density integration is the same as 

the toroidal plasma current, which is measured by the Rogowski coil.  The integration of 

the electric field is done numerically, and the ratios are then taken at each time period. 
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Figure 8.1:  (a) Time evolution of the plasma resistivity by three different methods.  (b) 

Comparison between averaged resistivity and Spitzer resistivity. 

 

 The third method
42

 exploits the relationship between the resistivity and 

diffusivity.  The diffusion of magnetic fields into the plasma can be estimated by 

measurements of the magnetic scale length a1 and flux diffusion time.  The magnetic 

scale length is estimated numerically at each axial position by 

 
𝑎1 =

𝑀𝑎𝑥( 𝐵 )

∇𝐵(𝑛𝑢𝑙𝑙)
. 

(8.3) 

The flux diffusion time estimate is a bit more involved; it is given by a balance between 

magnetic fluxes input by the external field coils and flux losses due to resistive decay at 

the field null.  The system of equations that describe this can be written as 

 
∅𝑒𝑥 =  (𝐼𝑛𝑝𝑢𝑡 − 𝐿𝑜𝑠𝑠)𝑑𝑡, 

(8.4) 
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𝐼𝑛𝑝𝑢𝑡 =

𝑑∅𝑐
𝑑𝑡

, 
(8.5) 

 
𝐿𝑜𝑠𝑠 =

∅𝑒𝑥
𝜏

, 
(8.6) 

 

∅𝑐 =  2𝜋𝐵𝑧𝑟

𝑠𝑒𝑝𝑎𝑟𝑎𝑡𝑟𝑖𝑥

0

𝑑𝑟, 

(8.7) 

and 

 

∅𝑒𝑥 =  2𝜋|𝐵𝑧|𝑟

𝑛𝑢𝑙𝑙

𝑠𝑒𝑝𝑎𝑟𝑎𝑡𝑟𝑖𝑥

𝑑𝑟. 

(8.8) 

Here Φc is the flux present at the separatrix while Φex is the axial flux that is trapped in 

the FRC.  This model describes exponential decay of the trapped flux, characterized by 

time , with the inclusion of a driving term given by dΦc/dt.
42

  By taking the time 

derivative of Equation 8.4 after substitution of Equations 8.5 and 8.6, it can be solved for 

the decay time yielding 

 
𝜏 =

∅𝑒𝑥

∅ 𝑐 − ∅ 𝑒𝑥
. 

(8.9) 

Since the total flux Φ0 is given by the sum of Φc and Φex, Equation 8.9 can be recast as 

 
𝜏 =

∅0 𝑛𝑢𝑙𝑙 − ∅0 𝑠𝑒𝑝𝑎𝑟𝑎𝑡𝑟𝑖𝑥 

∅ 0(𝑛𝑢𝑙𝑙)
. 

(8.10) 
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 Equations 8.9 and 8.10 can be used interchangeably, depending on which is 

simpler to use.  For the data analysis here, Equation 8.10 was used to derive the decay 

time of the flux.  The diffusivity DB, which has the usual form of length
2
 / time, is given 

by  

 
𝐷𝐵 =

𝑎1
2

𝜏
, 

(8.11) 

and the resistivity is related to the magnetic diffusivity by 

 𝜂 = 𝜇0𝐷𝐵 . (8.12) 

  

 
Figure 8.2:  Spatial and temporal scales of the magnetic flux 

 

 
Figure 8.3:  Magnetic diffusivity at the field null.  Solid line is the value derived from 

magnetic field data, while the dashed line is the Spitzer value based on temperature and 

density estimates. 
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 All three estimates of the resistivity as listed in Figure 8.1 agree fairly well with 

each other from approximately 40 microseconds through 70 microseconds.  This is about 

all that can be expected, given that the FRC is formed at about 30 microseconds and 

begins dying at around 70 microseconds.  As Figure 8.4 clearly shows, the measured 

resistivities differ from the Spitzer value by factors of 2-20.  These differences are not 

unexpected given the history of similarly large differences measured on many other 

machines.
43

 
46

 
51

   It is actually somewhat surprising that the calculated values are so 

close to each other during the FRC lifetime.  

 
Figure 8.4:  Ratio of measured resistivity to Spitzer value 

 

 The temporal variations in the resistivity can be partially explained by changes in 

the plasma density near the null region.  Decreases in density in reconnecting regions 

have been correlated with increasing resistivity on the MRX device
44

; this general pattern 

is also observed on the IFRC, and is illustrated in Figure 8.5.  The three methods of 

measuring the resistivity, shown in Figure 8.1, are averaged together either geometrically 

or arithmetically, and plotted against the density at the null position in the axial center of 

the IFRC.  The resistivity and density values are taken from a time window of t = 30 to 

90 microseconds, which encompasses the equilibrium and decay stages of the FRC.   
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Figure 8.5:  Variation of density at the null for two different resistivity estimates.  Red 

lines are linear fits to the data. 

 

 The plasma resistance RP is given by the ratio of the average loop voltage to the 

plasma current measured by the Rogowski coil, or  

 𝑅𝑃 =< 𝑉𝐿𝑜𝑜𝑝 > 𝐼𝑅𝑜𝑔𝑜𝑤𝑠𝑘𝑖 . (8.13) 

The temporal evolution of this quantity is given by Figure 8.6; it compares favorably with 

the resistance calculated by the (geometric) average resistivity, given by  

 𝑅𝜂 = 𝜂2𝜋𝑟𝑛𝑢𝑙𝑙 (3𝑎1 ∗ 10𝑎1) . (8.14) 

In Equation 8.14, the length is estimated by the circumference of the plasma at the null 

radius and the axial and radial extent of the cross section is estimated to be 10 a1 and 3 a1 

respectively where a1 is the magnetic scale length.  Both measurements agree in both 

magnitude and time evolution, which further supports the resistivity measurements. 
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Figure 8.6:  Average plasma resistance estimates.  Plasma inductance is taken to be the 

ratio of the stored magnetic energy to the square of the plasma current. 

 

8.2 Power Balance 

 Stored energy in plasma is divided into two main groups:  electromagnetic energy 

and thermal energy.  Studies of how the energies vary in time determine key plasma 

characteristics, such as the energy and particle confinement times, and help to quantify 

the quality of a particular experiment.  An analysis of all channels that have significant 

power flows is beyond the scope of this thesis.  That being said, there is enough 

information to evaluate a few of the terms in the power balance equation.   
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 The electromagnetic power balance equation measures how the energy stored in 

electric and magnetic fields in plasma changes with time, and is given by 

 𝜕𝑊𝐸𝑀

𝜕𝑡
= − 𝑺 ∙ 𝒅𝑨

𝐴

− 𝑱 ∙ 𝑬𝑑𝑉 −
𝑉

𝑃𝑅𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛 . 
(8.15) 

Here S is the Poynting vector, which estimates electromagnetic energy entering volume V 

that is encompassed by area A that is delivered by the field coils.  J and E are the current 

density and electric field and together determine the amount of energy lost to resistive 

(ohmic) heating of the plasma.  PRadiation lumps together power lost by all other radiative 

mechanisms, and the electromagnetic energy WEM is given by 

 
𝑊𝐸𝑀 =

1

2
 𝑑𝑉 (𝑯 ∙ 𝑩 + 𝑬 ∙ 𝑫)
𝑉

. 
(8.16) 

In this analysis, WEM is taken to be solely comprised of the magnetic energy.  This 

simplification ignores the energy stored in electric fields; for this assumption not to be 

valid, the electric field magnitude would have to be on the order of 3 MV/m for a relative 

permittivity of 1.  While the permittivity may be larger, it is unlikely to be large enough 

for the observed electric fields of less than 1 kV/m to contribute much to the stored 

electromagnetic energy. 

 

 The thermal energy WTH that is stored in the plasma can be written as 

 
𝑊𝑇𝐻 =

3

2
𝑁 𝑘𝑇𝑚

𝑚
, 

(8.17) 

where N is the total number of particles in the test volume, and kTm is the usual 

temperature for species m.   
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It is estimated by pressure balance analysis and has a rate of change given by  

 𝜕𝑊𝑇𝐻

𝜕𝑡
=  𝑱 ∙ 𝑬𝑑𝑉 −

𝑉

𝑃𝑇𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡 , 
(8.18) 

where PTransport is a loss term containing all conducted power and power carried by 

particles that leave the system, with the resistive heating measured by  𝑱 ∙ 𝑬𝑑𝑉 is a 

source term. 

 

 When Equations 8.15 and 8.18 are added together, the change in total energy W 

contained by the FRC can finally be stated as 

 𝜕𝑊

𝜕𝑡
=
𝜕𝑊𝐸𝑀

𝜕𝑡
+
𝜕𝑊𝑇𝐻

𝜕𝑡
 

= − 𝑺 ∙ 𝒅𝑨
𝐴

− 𝑃𝑇𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡 − 𝑃𝑅𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛 . 

(8.19) 

This mathematically states that the energy input to the plasma is solely from the electric 

and magnetic fields created by the flux coil and limiter coil, while losses are due to 

radiation, particle transport, and heat conduction. 

 

 The various terms defined in Equations 8.15 - 8.18 are shown in Figure 8.7.  For 

this plot, the cross sectional area covers the axial positions between the mirror coils and 

radial positions between the flux and limiter coils, with z between ±28.5 cm and r from 

11-38 cm.  The Poynting vector is determined by the values of Eθ and Bz at the maxima 

and minima radial positions.  The magnetic and thermal energies are of the same order of 

magnitude; this is a characteristic of high beta devices of which the FRC is an example.  

The thermal energy is largest from 40 to 65 microseconds; this corresponds with the 
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equilibrium phase of the IFRC.  The electromagnetic energy generally rises throughout 

the discharge as the current rises in the limiter coil.  This is an undesirable feature of the 

IFRC design, as it results in radial pressure imbalances which cause the plasma to 

radially implode.  As noted in Chapter 6, clamping the limiter current at a lower value 

would probably improve the lifetime of the IFRC. 

 

 The input power measured by the Poynting vector is matched closely by the 

ohmic heating term for most of the discharge, and shows that most of the energy 

delivered by the flux and limiter coils is dissipated by the plasma resistance with 

relatively little going to increase the magnetic fields.  It should be emphasized that the 

ohmic heating term and power input term, while based on overlapping measurements, are 

calculated separately.  That they agree so well with each other further supports the 

conclusions drawn from the measurements. 
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Figure 8.7:  Power and energy estimates from the entire plasma volume.  (a) Magnetic 

field and thermal energies, (b) input power and ohmic heating, and (c) estimates of power 

lost to radiation and plasma transport.  

 

 The loss terms in Equations 8.15 and 8.18 are the only terms not defined by 

measurements, and can thus be solved for.  They are shown in Figure 8.7 (c) and 

illustrate the large amount of power carried by plasma transport.  This is the dominant 

energy loss channel on most FRCs, and is particularly true in this instance as well.  The 

radiated power is quite small, as should be expected since the plasma temperature is quite 

low.  An independent calculation
45

 of the power radiated by singly ionized carbon for 
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ne = 3E13 cm
-3

, ncarbon = 1E13 cm
-3

, Te = 3eV, and a volume of 2.5E4 cm
3
 predicts a 

radiated power on the order of 750 kW, which is quite similar to the rough estimates 

derived in this chapter. 

 

 The terms in the power balance equations are estimated again in Figure 8.8 for a 

control volume defined by the separatrix.  This quantifies how much energy is stored 

inside the closed field lines of the FRC and the various source and sink terms that govern 

the rate of change of the energies.  The thermal energy is generally larger than the 

magnetic energy, which implies that within the region of closed field lines, the IFRC 

achieves an average beta of at least 1.  This can be explained by noting that the separatrix 

position, as calculated numerically by finding the largest closed poloidal flux contour, 

may be an underestimate of the trapped flux volume.  Integrating over a larger spatial 

extent would lower the beta, as the largest thermal pressure regions are already included 

in the current estimate.  The rapid decay of stored energy from 38 microseconds onward 

is due to the steadily decreasing volume inside the calculated separatrix, and is a witness 

to the breakup of the IFRC into axially separated current rings and mostly open field 

lines.  
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Figure 8.8:  Power and energy estimates inside the separatrix. 

(a) Magnetic field and thermal energies, (b) input power and ohmic heating, and (c) 

estimates of power lost to radiation and particle loss.  

 

 Another sanity check on the various derived powers lends more support to their 

values.  First, the input power to the plasma in the form of the Poynting vector is 

checked.  The total amount of stored energy in the capacitor banks, listed in Table 3.4, is 

approximately 18.2 kJ.  Of this, only the 5.4 kJ stored in the flux and limiter banks are 

available as energy inputs after the plasma guns produce the initial plasma.  For the given 
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rise times of the field coils of ~110 microseconds, the maximum power that can be 

applied to the plasma is approximately 50 megawatts, much larger than the power levels 

observed.  This is explained however by the large amount of power that goes into 

creating the magnetic field inside of the flux coil solenoid.  For the measured value of 

flux coil inductance of 19.5 µH, peak current of 13 kA, and rise time of 110 

microseconds, the peak power creating the solenoidal B field is approximately 47 MW at 

55 microseconds.  Losses occur in the transmission lines, ignitrons, and capacitors 

themselves which also lowers the amount of energy that can be delivered to the plasma.  

The flux coil itself has a resistance of 50 milliohms which ignores losses in the capacitor 

bank and ignitron switch.  The power dissipated in the lines peaks at 110 microseconds 

when the flux coil current is largest, with a magnitude of at least 8 MW.  From this, 

measured input powers of 3-5 MW are what should be expected given the experimental 

design of the machine. 

 

 The thermal losses of 3-5 MW can be checked by comparisons with particle 

losses measured by the array of Faraday cups at one axial end of the machine.  This 

calculation takes the measured currents by the Faraday cup array at one axial end of the 

machine and estimates the number of particles lost out each end plane, corrected for the 

measurement angle of each cup.  This is necessary since lost particles will not have only 

axial velocities; the actual solid angle of each cup is approximately 0.054 steradians, 

which is less than one percent of the possible 2pi steradians in which the velocities could 

lie.  The loss rate is then multiplied by the electron temperature derived from 

spectroscopy to find the power carried out of the plasma by particles.  The results are 
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shown in Figure 8.9, with PTransport smoothed over a 5 microsecond window.  

Immediately evident is the similar temporal evolutions; the Faraday cups accurately 

measure the transport losses, with a delay time of approximately five microseconds.  The 

magnitudes are quite similar, which is a bit surprising given the uncertainties in how 

much of the velocity distribution the Faraday cups sample and the lack of any inclusion 

of radial particle losses.   

 
Figure 8.9:  Comparisons of thermal losses. 

 

8.3 Confinement Times 

 Armed with knowledge of the stored energy in the plasma and the loss rate, the 

energy confinement time 𝜏𝐸  can simply be calculated as
14

 

 
𝜏𝐸 =

𝑊𝑇𝐻

𝑃𝑇𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡
 

(8.20) 
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For thermal energy measured in Joules and power measured in megawatts, the 

confinement time is units of microseconds.  Knowledge of the particle inventory N from 

pressure balance and the particle loss rates Ṅ measured by the Faraday cups also allows 

an estimate of the particle confinement time 𝜏𝑁.  It is defined as 

 
𝜏𝑁 =

𝑁

𝑁 
 

(8.21) 

Both quantities are shown as functions of time in Figure 8.10.  Both time scales are quite 

short compared with the 40 microseconds over which field reversal is maintained.   

 
Figure 8.10:  Confinement times 

 

8.4  Discussion 

 Multiple methods have yielded similar results of the plasma resistivity and 

resistance.  When compared with the Spitzer value, the measured resistivity is 

anomalously large, a feature seen in almost all plasma devices.  It does fall into the same 

ranges seen on other FRC devices, such as on the TS-4 device
46

 and the MRX 
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experiment.
43

  Chapter 9 will discuss measurements of fluctuations that have been 

proposed to be the cause of the anomaly.
51

 

 

 The particle and energy confinement times are quite short, at only 10-20% of the 

IFRC equilibrium time.  As shown in the LSX review paper
14

 and refined by Ryzhkov
47

, 

particle confinement times in microseconds have been shown to vary with the separatrix 

radius and ion gyroradius as 

 
𝜏𝑁~21

𝑟𝑠𝑒𝑝
2

𝜌𝑖01.6
, 

(8.22) 

while the energy confinement time scales as  

 
𝜏𝐸~13

𝑟𝑠𝑒𝑝
2

𝜌𝑖01.35
, 

(8.23) 

The separatrix radius for this analysis is taken to be the distance from the flux coil to the 

last closed flux surface near the limiter coil, and has a distance of approximately 15-20 

cm.  The ion gyroradius for a peak field of ~100 Gauss and temperature of 4 eV is equal 

to 2 cm.  Predictions of over 1 millisecond result from these scaling.  From this, it is 

obvious that the IFRC does not confine energy or particles very well when compared 

with higher power machines.  
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Chapter 9:  Spectral Analysis 

 

 Spectral analysis of B-dot data has identified spatially localized fluctuations from 

the hydrogen cyclotron frequency up to the lower hybrid frequency range.  Subjects 

included in this chapter are the time averaged spectra of the magnetic field components, 

their spatial distribution and temporal variations, and the classification of the fluctuations 

by possible characteristic modes. 

 

 All analysis of the spectral content is done by the continuous wavelet transform, 

described in Chapter 5.8.  This tool allows both time resolved and average spectra to be 

found.  Averages are done by first calculating the spectra for each probe, and then 

averaging the results together. 

 

9.1  Magnetic Field Spectra:  Radial Array 

 The ensemble average of the spectra of each magnetic field component is shown 

in Figure 9.1.  Also shown are the spectra with the power due to background fields only 

subtracted out.  The measured spectra are almost entirely dependent on the presence of 

plasma, with a small contribution to the Bz and Br spectra below ~ 50 kHz.  The peaks at 

2.5 and 5.0 MHz are due to the discrete nature of sampled data at a sampling frequency 

of 10 MHz. 

 

 The spectra do not have a simple variation of amplitude with frequency.  A power 

law fit seems to be the most appropriate fitting function since the spectra is 
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predominately linear on a log-log plot.  Bz has a power law decay of amplitude with 

frequency, with an exponent of -3.08 in the region of 100 kHz to 2 MHz.  Br and Bθ have 

slightly steeper decays in this frequency range, but have a much lower decay power 

below 100 kHz.  The lack of any peaks in the spectra shows that the fluctuations do not 

have a characteristic oscillation frequency when averaged over spatial and time windows.  

Temporal inhomogeneities in the spectra can only be seen by looking at the spectrogram 

of data; this allows the power at various frequencies to be localized in time. 

 
Figure 9.1:  Magnetic spectra for (a) Br, (b) Bθ, and (c) Bz. 
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Background spectra subtracted for each of the three components are also shown.  Note:  

Spectra are based on spectrogram data from 20-90 microseconds. 

 

 The average time evolution of the spectra is shown in Figure 9.2.  These plots 

show that the frequency at peak power does vary with time; it is only when averaging 

over the FRC lifetime that we get the power law decay.  The prominent feature at 20 

microseconds near 500 kHz is due to noise pickup from the flux coil.  The shape of this 

feature is indicative of a time signal that has high frequency components and does not last 

very long.  The apparent increase in amplitude at higher frequencies as time progresses is 

a natural result of the changing window sizes of the wavelet transform.  Since low 

frequencies have long time windows, they „see‟ the noise first with higher frequencies 

„seeing‟ the noise at later times as their windows overlap.  This concept is graphically 

demonstrated in Figure 9.3.  The step discontinuity creates a v-shaped pattern in time-

frequency space, with similar features occurring at the starting and ending times due to 

the finite number of samples in the test waveform.  The dashed lines mark a „cone of 

influence‟ or COI
35

, below which the spectrogram cannot be fully trusted.  

Mathematically, the COI is determined by how quickly the wavelet decays in time at a 

particular frequency.  For the analyses presented here, the COI has a width in time equal 

to 22 / frequency.  The test signal at 470 kHz shows clearly, even though the signal to 

noise ratio is only two.   

 

 Figure 9.2 has a reference COI centered on a time of 41 microseconds.  While 

there is some similarity between the shape of the spectrograms and the effects of a step 

function, it is apparent that there is a significant amount of power that occurs outside of 
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the COI.  This indicates that the fluctuations last long enough to have their amplitude and 

frequency unambiguously identified.  It also indicates that the fluctuations do not last for 

many periods, which means that the frequency content is non-stationary.
48

  Fluctuations 

are present during the entire FRC equilibrium phase, with peak amplitudes occurring 

from approximately 35 to 60 microseconds.  All three components have highly peaked 

spectra during the majority of the IFRC lifetime (27 to 68 microseconds,) with average 

frequencies of over 100 kHz. 

 
Figure 9.2:  Average spectrograms for the three magnetic field components.  Average 

power-weighted frequency for each component is overlaid, as well as a cone of influence 

COI indicating the length of time for each frequency to be well defined.  Inputs are 

filtered B-dot signals, with low pass frequency of 1 MHz. 
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Figure 9.3:  (a) Step function with SNR of 10 and signal with SNR of 2.  (b) Spectrogram 

of the data, with cones of influence demarcating edge effects and the step discontinuity. 

 

 The axially averaged radial distribution of power in three different frequency 

bands is shown in Figure 9.4.  The power distribution is generally centered on the null 

position, with an approximate width of 10-15 cm.  This is similar in size to the scale 

length of the radial gradients in the equilibrium Bz field.  It is interesting to note that the 

fluctuation power is largest in Br, especially in the 0.25 to 0.5 MHz band.  We do see 
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splitting and merging of the azimuthal current ring throughout the average NCP 

discharge; the larger power in Br is a direct result of these variations. 

 
Figure 9.4:  Amplitude of magnetic fluctuations in three frequency bands as a function of 

time and radial position.  Dashed line is the approximate position of the null. 

 

 The spatial variation at 43 microseconds is shown in Figure 9.5.  The fluctuations 

are generally symmetric about the midplane, centered on the null, and exist primarily 

inside of the separatrix.  The fluctuation amplitudes have decreasing magnitudes as the 

magnetic field strength increases. 
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Figure 9.5:  Spatial variation of magnetic fluctuations in three frequency bands as a 

function of axial and radial position at 43 microseconds.  Null position is marked with a 

dashed line, and the separatrix is marked with a dash-dot line. 

 

 The variation of the shapes of the spectrograms with frequency for each 

component is shown in Figure 9.6.  The spectrogram from 0.25 to 0.5 MHz is taken to be 

the reference distribution that the spectrograms in the other two frequency bins are 

compared to.  The plots in Figure 9.4 are produced by first dividing each reference plot in 

Figure 9.4 by its maximum value.  The plots in the two right columns are then divided by 

their value at the same time and position where their reference plot maximum occurred.  
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If the radial and temporal evolutions are identical as the frequency increases, the right 

two columns would be identically equal to 1.0, or 0 on a logarithmic scale.  This is not 

the result that we see.  Regions where the resulting contour is greater than zero are where 

the power at a particular time, frequency, and radial position is relatively higher than the 

reference case.  Likewise, regions less than zero indicate relatively less power than the 

low frequency reference.  Fluctuations in the two higher frequency bins generally peak 

later in time than the lowest bin for the radial and axial components.  The radial 

fluctuations in the 1-2 MHz bin also are relatively stronger farther out in radial position 

than the lowest frequency bin.  This would indicate that the fluctuations in the 0.25 to 0.5 

MHz bin are more tightly confined to the null region, while higher frequencies are 

present over a wider range of radial positions.  Changes in the radial field at large radii 

could lead to changes in the local flux contours from open to closed; this is consistent 

with the Faraday cup measurements (see Chapter 6) that do indicate that the peak losses 

occur predominately at larger radii. 
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Figure 9.6:  Spatial variation of the normalized magnetic spectra in three frequency bands 

as a function of time and radial position.  Null position is marked with the dashed line 

and the zero contour is marked with the solid black line. 

 

 

 A similar analysis is done for the distribution of power in the axial and radial 

dimensions at 43 microseconds.  This comparison of profiles shows regions where the 

power is relatively more concentrated.  The power in the two higher frequency bands is 

distributed over a larger area than the 0.25-0.5 MHz band; this indicates that though the 

power decreases with frequency, the fluctuations are present over more of the plasma.  

An interesting feature in the 1-2 MHz bin for all three components is a structure that has 
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a periodicity of three moving along the separatrix.  This possible mode structure will be 

discussed more fully in Chapter 10. 

 
Figure 9.7:  Spatial variation of the normalized magnetic spectra in three frequency bands 

as a function of axial and radial position at 43 microseconds. Null position is marked with 

a dashed line, and the separatrix is marked with a dash-dot line.  Solid black line indicates 

the contour equal to zero. 

 

 

 The spectrograms of Figures 9.2 and 9.4 prove that the time evolution of the 

magnetic fields in the IFRC is nowhere near stationary in a statistical sense.  The manner 

in which the signals at particular times, frequencies, and positions are related to each 
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other has many possible outcomes.  One interesting one is that the time signal of a 

particular probe may sample a frequency „chirp‟ in time.  This could be due to the 

dispersion of a particular wave or a change in the plasma parameters that affect the 

particular fluctuation. 

 
Figure 9.8:  Four chirps present in Shot 5672 at r = 32.5 cm 

 

 Figure 9.8 is a spectrogram from a single Bz probe from Shot 5672.  There are 

four apparent chirps that are present in this data.  All of them last for many wave periods; 

this rules out sharp discontinuities at a particular time leading to COI broadening.  A 

model for a chirp can be written as 

 
𝑐𝑕𝑖𝑟𝑝 𝑡 = 𝐴 𝑡 ∗ cos   𝑓0 +

𝑑𝑓

𝑑𝑡
∗ 𝑡 𝑡 , 

(9.1) 

where A(t) is the amplitude, f0 is a starting frequency, and df / dt is a frequency shear rate.  

The different parameters are listed in Table 9.1.  The four chirps have total frequency 

changes over their lifetime ranging from 44 to 117 percent.   
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 Start Frequency (kHz) Frequency Shear (kHz / µs) Frequency Change (%) 

Chirp 1 420 -10 -80.95 

Chirp 2 270 -6 -44.44 

Chirp 3 280 7 60 

Chirp 4 85 2.5 117.65 

 

Table 9.1:  Chirp parameters 

 

 Unfortunately, the chirps that are present in the data do not have the same 

temporal and spatial locations in every shot, nor do they always have the same chirp 

parameters.  Identification of chirps to this point has been done by identifying them from 

a single time trace and manually fitting linear functions to fit the peaks in the resulting 

spectrogram.  Until an automated identification program can be implemented, further 

analysis of chirp properties in this dataset will be left for future work. 

 

9.2  Magnetic Field Spectra:  RF B-dot 

 The frequency content of magnetic field fluctuations measured by B-dot arrays 

has been completed, but the data are limited in frequency resolution and range by the 

relatively low frequency response of 1 MHz of the B-dot probes, as well as the slow 

sampling rate of 10 MHz of the digitizers.  Higher frequencies have been measured by a 

single B-dot probe (RF B-dot) with an upper frequency limit of approximately 40 MHz 

and digitized by a 200 MHz 12 bit digitizer.
49

  Measurements were taken at various radial 

positions at an axial location of z = -10 cm.  Figure 9.9 is produced from an ensemble of 

84 shots covering nine radial positions.  Of particular note is the variation of fluctuation 

amplitude with position.  The majority of the power is bracketed by two different 

characteristic frequencies; the lower hybrid frequency serves as an upper bound, with the 

hydrogen cyclotron frequency bracketing the lower frequency edge of the power 
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distribution.  The lower hybrid frequency, denoted flh, is defined as the local value of the 

geometric mean of the ion and electron cyclotron frequencies.  These measurements are 

consistent with the radial probe array results, while extending the frequency range to 

unambiguously identify the upper frequency bound of fluctuations. 

 
Figure 9.9:  Top: spectrogram of RF B-dot data, averaged from 1 to 20 MHz.  Bottom:  

radial distribution of spectrum at t = 40 microseconds.  The lower hybrid, hydrogen 

cyclotron, and carbon cyclotron frequencies are also plotted.  Note:  the three frequencies 

use local values of Bz, which passes through zero near 20 cm but is not identically equal 

to zero at the sampled points. 
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 Delving a bit deeper into the spatial structure of the power distributions, Figure 

9.10 shows spectrograms where the amplitude is equal to the sum of the power at the 

local value of the hydrogen cyclotron frequency and the lower hybrid frequency.  Figure 

9.10 (a) is produced by summing the total power that is within the range of 0.8 to 3.5 

times the local hydrogen cyclotron frequency.  There are distinct peaks in the power 

away from the null position from 40 to 50 microseconds, with peak powers following the 

null position before and after this time range.  As Figure 9.11 shows, the radial gradient 

in the axial magnetic pressure has a similar spatial and temporal structure as Figure 9.10 

(a).  Since the plasma is in radial pressure balance, peaks in the gradient of the magnetic 

pressure also correspond to peaks in the gradient of the thermal pressure.  Both 

mechanisms are sources of free energy which can drive instabilities. 
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Figure 9.10:  Total power at the local (a) hydrogen cyclotron frequency and (b) lower 

hybrid frequency as a function of radial position and time. 
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Figure 9.11:  Absolute value of  B

2
.  Approximate null position is shown by the dashed 

line.  Edge effects at r > 30 cm can be ignored. 

 

 The majority of the power in the lower hybrid frequency band tracks the position 

of the null, and has a radial width of less than 5 cm.  Given that the spectrum peaks in 

between the hydrogen cyclotron (fch) and lower hybrid (flh) frequencies, and that the 

power in this range is centered near the magnetic null, it is quite likely that these 

measurements are of lower hybrid drift instability (LHDI) turbulence.
50

 
51

 
52

  This 

instability is characterized by a dependence on large plasma beta, with a broad frequency 

spectrum also peaking between fch and flh. 

 

 There is a secondary peak in the lower hybrid power at r = 24 to r = 30 from 25 to 

60 microseconds.  The plasma parameters are quite different in this region, with a lower 

density and higher B field.  This could indicate another region of instability, which has 

yet to be characterized.  
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 The data measured by the RF B-dot probe agree fairly well with magnetic field 

measurements made by the movable B-dot array.  Fluctuations are still generally centered 

on the null position, and have a similar spectrogram evolution in time-frequency-position 

space.  As Figure 9.12 illustrates, the spectra in the RF B-dot dataset agrees fairly well 

over a wide frequency range, and peaks at the same frequency as the spectra derived from 

the Radial B-dot array.  The sharp break in the radial array spectra is due to software 

filtering of the time traces, with a low pass frequency of 1 MHz.  The RF B-dot spectrum 

has larger amplitude at lower frequencies, likely due to sampling near the axial midplane 

where fluctuations are much stronger.  The radial array includes field measurements near 

the plasma edges, and even outside of the limiter coil where no plasma is present. 

 
Figure 9.12:  Comparison of magnetic fluctuation spectra measured by two different 

probe types.  Spectra measured at t = 40 microseconds.  Note: the spectra are normalized 

to each have a maximum value of 1. 

 

9.3  Capacitive Probe Spectra 

 High frequency fluctuations are also measured with a capacitive probe at the same 

radial and axial locations as the RF B-dot probe.  The radial and temporal distribution of 
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power in the range of 1-40 MHz is shown in the top plot of Figure 9.13.  When compared 

with Figure 9.9, it is immediately obvious that the capacitive probe is much more 

sensitive to shot noise at the start of the discharge, as seen by the large amount of power 

at t = 20 microseconds.  There is still measurable power during the discharge, especially 

from 35 to 40 microseconds and near 60 microseconds, however the overall distribution 

does not have as strong of a spatial variation as the RF B-dot data.  This indicates that for 

the frequency range of 1-40 MHz, the electric and magnetic fields do not have a constant 

ratio, with relatively more power present in the magnetic field near the null position. 
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Figure 9.13:  Top: spectrogram of capacitive probe data, averaged from 1 to 20 MHz.  

Bottom:  radial distribution of spectrum at t = 40 microseconds.  The lower hybrid, 

hydrogen cyclotron, and carbon cyclotron frequencies are also plotted. 

 

 The lower plot of Figure 9.13 shows the distribution of power as a function of 

radial position and frequency.  Evident here are strong peaks in power at frequencies 

between 3 and 5 times the local hydrogen and carbon cyclotron frequencies.  When 

compared with the bottom plot of Figure 9.9, it is apparent that the spectrum is 

concentrated around fewer frequencies.   



 159 

 
Figure 9.14:  Total power near the local (a) hydrogen cyclotron frequency and (b) lower 

hybrid frequency as a function of position and time from the capacitive probe dataset. 

 

 Figure 9.14 is produced in the same way as Figure 9.10.  Once again, power peaks 

away from the null position in the local hydrogen cyclotron frequency range.  It has a 

stronger dependence on separation distance from the null than the magnetic fluctuations, 

and seems to be largest where the gradient of the magnetic field pressure is largest.  The 

region of time to focus on is from t = 40 microseconds onward, as the capacitive probe 

signal is highly contaminated with shot noise occurring at t = 20 microseconds. 
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 The power in the lower hybrid range does have peaks near the null position from 

30 to 35 microseconds, but has a much wider radial width than the magnetic fluctuations 

after this time range.  The conclusion to be drawn from this data is that the electric field 

near the lower hybrid frequency does not have a strong spatial dependence; power is 

present in this frequency range over a majority of the radial extent of the IFRC, with only 

slight correlation to the magnetic field minima.  It is intriguing that power in the lower 

hybrid range is measured by both the capacitive and magnetic probe at r = 24-30 cm. 

 

9.4  Discussion 

 Fluctuation measurements and their change with frequency have two different 

reasons that make them believable.  First, the probes making the initial measurements are 

all calibrated as a function of frequency.  Second, the spectra of different probes agree 

with each other.  This is unlikely to occur by chance. 

 

 It is difficult to vary the charging parameters that lead to a good field-reversed 

configuration.  In particular, the lack of control and independent measurement of the 

density limited the amount of parameter space that could be explored.  It would be very 

interesting to find how the fluctuations parameters (spatial location, amplitude, 

frequency) change as global variables such as the peak magnetic field, particle inventory, 

and temperature are changed.  This will have to be left for the future.  
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Chapter 10:  Correlations 

 

 As discussed in Chapter 6, the particle losses out the axial end planes is quite 

large when compared with the particle inventory; these losses serve as the primary 

mechanism of energy losses in the IFRC, described in Chapter 8.  In Chapter 9, 

fluctuations were characterized as being centered near the null with the largest amplitudes 

lying between the hydrogen cyclotron and mean gyrofrequency.  These observations will 

be shown in this chapter to be strongly correlated and imply that changes in the magnetic 

field topology allow particles to stream along open field lines at the thermal velocity.  

 

 Topics covered in this chapter include the correlations between magnetic field 

probes, derived quantities such as the current density, and Faraday cups.  The important 

observation of correlations between the magnetic fluctuations and particle losses as 

measured by the Faraday cups is the topic of the first section.  Large scale symmetries 

between magnetic field components, spatial mode structures of the axial field at various 

frequencies, and correlations between different frequency fluctuations are discussed in 

the second section.  Variations of the magnetic field properties with inferred quantities 

such as the electric field and current density are covered in the final section 

 

 A brief word about the magnitude of the correlations is appropriate.  The 

similarity of two groups of measurements can be quantified by the correlation 

coefficient.
53

  In this thesis, the measurements are either functions of time, space, or both.  

The minimum number of points that are ever used is 550, which result from the averaging 
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of many (~10) sequences of data that have the same „location‟.  Aggregates of similar 

measurements increase the number of points over which correlations are made to well 

over 10,000.  Tests of the significance of a particular correlation value strongly depend 

on the number of points used in the analysis; in this thesis, significance levels are 

measured by a two-tailed T-test which quantifies the likelihood that two variables are 

correlated.  As an example, two variables with 550 points are significant better than 99% 

of the time if their correlation value exceeds 0.11.   

 

 Due to the random nature of fluctuations, and the many possible spatial positions 

that lost particles could originate, it is highly unlikely that a correlation value near 1 

would ever be measured between the magnetic field data and particle losses.  Statistical 

significance estimates based on the number of measurements and the assumption of a 

normal distribution do strongly imply that the correlations between losses and 

fluctuations are significant, though masked by noise.  As illustrated in Figure 10.5, a 

signal to noise ratio of 5 is enough to reduce the overall correlation between two identical 

signals to a value of 0.5 or less.  Larger SNR ratios are highly desired, but cannot be 

achieved without measuring particle losses and fluctuations on an infinitely small grid. 

 

10.1  Magnetic Field and Faraday Cups 

 Correlations between Faraday cup data and magnetic field data are shown in 

Figures 10.1, 10.2, and 10.3.  The window over which correlations are found is from t = 

15 to 70 microseconds in the magnetic field data, with lags of up to 30 microseconds 

added to the Faraday cup time window.  The correlation is found as a function of lag and 
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probe combinations for each field component.  Since the probes are not all at the same 

positions, lag (delay time) is not the most appropriate variable to visualize the resulting 

correlations.  Velocity defined as the absolute separation between probe pairs divided by 

the time delay is a more appropriate variable, since a roughly constant velocity that links 

fluctuations in magnetic field properties to measured signals in a Faraday cup will cause 

the averaged correlations to be grouped more tightly together. 

 

 The process by which Figure 10.1 is created consists of the following steps.  

Magnetic field data is correlated with a sliding window of Faraday cup data and the 

correlation is found at each lag.  The velocity at each lag and probe separation is also 

computed and stored in a separate array.  The correlations and velocities are stored for all 

probe combinations and shots.  The velocity array is then binned with a histogram 

function to find the number of counts and the array positions in the correlation array 

where the velocity linking probe pairs is a particular value.  Using these positions, which 

assemble points from many shots, lags, and probe pairs, the correlation array is binned 

with another histogram function to find the number of counts that have a particular 

velocity and correlation.  This is shown in the top row of Figure 10.1.  This second 

histogram can be thought of as distributing the number of counts in each velocity bin into 

the appropriate correlation bin. 
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Figure 10.1:  Average velocities between components of B

2 
and Faraday cup signals from 

the same dataset.  Straight lines are significance levels at P=0.001 for the number of 

counts in each velocity bin. 

 

 Due to the discrete positions of the magnetic probe array, the numbers of possible 

velocities linking probe pairs are not distributed evenly in velocity space.  This is because 

the average distance is on the order of 30 cm, while the lags range from 0 to 30 

microseconds.  The lower right plot shows the input distribution of velocities, which is 

the result of the first histogram.  The middle row of Figure 10.1 is made by normalizing 
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the top row by the number of counts in each velocity bin.  The bottom left plot shows the 

average correlation at each velocity for the three different magnetic field components. 

 

 The largest correlations of the Faraday cup data are seen between Bz
2
 and Br

2
, 

with a velocity at peak correlation of approximately 2-3 cm/microsecond.  The overall 

correlation is significant at higher than P = .001 for all velocities greater than 

approximately 0.8 cm/microsecond.  The wide range of velocities that have significant 

correlation coefficients is indicative of significant variability in plasma parameters 

between shots and as a function of position.  In spite of this variability, the average 

velocity linking magnetic field fluctuations and the Faraday cup signals seems quite 

plausible.  The thermal velocity is approximately 1.5-2 cm/microsecond, while the 

Alfvén velocity is 3 cm/microsecond for B = 100 Gauss and n = 5x10
13

 cm
-3

, which are 

both quite similar to the highest correlated velocity. 

 

 A possible explanation for the correlation between particle losses and changes in 

the magnetic field is that local changes in the strength of the radial and axial fields cause 

closed field lines to become open and connected to the Faraday cups.  Particles then 

stream down the open field lines at speeds typical of the hydrogen thermal velocity; the 

Alfvén velocity cannot be completely ruled out as a characteristic particle velocity since 

regions of the plasma exist where the measured velocities are of the same magnitude as 

the local Alfvén velocity. 
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 The dataset containing Faraday cup data does not contain a complete mapping of 

the magnetic fields.  The radial probe array was placed at only three of the twelve 

possible axial locations (-8.5,-1.5, and 1.5 cm).  To compare average responses of the 

Faraday cup over a broader range of axial and radial positions, the average Faraday cup 

response is correlated with the average magnetic fields from the NCP dataset.  The 

velocity connecting particle losses and changes in the magnetic fields is once again 

defined by the lag and the separation between probe pairs, with the position of the 

averaged Faraday cup signal taken to be the midpoint of the array of five probes, located 

at z = -30 cm, r = 21 cm. 

 

 Figure 10.2 shows the results of correlation analysis between the averaged 

Faraday cup signal and the averaged values of B
2
.  After normalization, all three 

components of B
2
 show significant correlations, peaking at a velocity of approximately 

1.5 cm/microsecond.  The correlations between Bz
2
 and the averaged Faraday cup signal 

are particularly strong, peaking at an average correlation more than 0.5.  This is 

equivalent to saying that over half of the average particle losses are coincident with 

changes in the axial magnetic pressure measured at a discrete number of points. 
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Figure 10.2:  Average velocities between components of B

2 
and Faraday cup signals.  

Magnetic field data and Faraday cup data are not from the same shots.  Straight lines are 

significance levels at P=0.001 for the number of counts in each velocity bin. 

 

 The correlations between axial gradients in the magnetic pressure components and 

the averaged Faraday cup signal are shown in Figure 10.3.  The use of the larger 

magnetic dataset allows the axial gradients at various locations to be more accurately 

determined than is possible from the smaller Faraday cup dataset.  The average 

correlations are much lower than the B
2
 cases, though still significant for the radial and 
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axial components.  The velocity at peak correlation is slightly lower for the axial pressure 

gradient case, when compared to variations in the local magnetic pressure itself.  It seems 

likely that the lower linking velocity and the much lower overall correlation is a sign that 

the force acting on plasma due to gradients in the magnetic pressure do not have as strong 

an effect on the particle losses measured by the Faraday cups.  Instead, breaking field 

lines caused by variations in the local current density allow formerly confined particles to 

stream along the now open magnetic field lines and out the axial ends of the machine. 
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Figure 10.3:  Average velocities between axial gradients of B

2 
and the average Faraday 

cup signal.  Magnetic field data and Faraday cup data are not from the same shots.  

Straight lines are significance levels at P=0.001 for the number of counts in each velocity 

bin. 

 

 The last two variables checked for correlations with the average Faraday signal 

are the radial and axial components of the Poynting vector given by Eθ Bz and Eθ Br.  The 

radial Poynting vector has a strong correlation to the particle losses, with a similar 

average velocity as the correlations with Bz
2
.  The Poynting vector is quite similar to the 

ExB particle drift; it is possible that fluctuations in the Poynting vector cause particles to 
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become unconfined when the radial component of their velocity exceeds some threshold 

value determined by the depth of the potential in which they are trapped.
7
 

 
Figure 10.4:  Average velocities between components of the Poynting vector

 
and the 

average Faraday cup signal.  Straight lines are significance levels at P=0.001 for the 

number of counts in each velocity bin. 

 

 This analysis method can be checked by creating fake data at the B-dot positions 

that have an identical waveform as the resultant Faraday cup signal.  The data at each 

spatial point is taken to be a Gaussian function that peaks earlier in time than the output 
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signal, with the delay dependent on the probe separation and a randomly chosen velocity.  

Random noise is added to both the fake Faraday cup and B-dot signals, with a signal to 

noise ratio (SNR) of 5 or 10.  The results of this simulation are shown in Figure 10.5.  

The bottom plots have a peak correlation at the linking velocity, with the correlation 

going to zero as the difference in velocities increases.  Smaller SNRs lead to overall 

smaller correlation values, but correct localization of the velocity.  This shows that this 

analysis tool works well, especially when the SNR is large. 
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Figure 10.5:  Estimates of the characteristic velocity linking spatially separated probes for 

two different signal to noise ratios and velocities.  The top plots show sample B-dot (in 

red) and Faraday cup (in black) signals separated by 25 cm.  The input for the bottom two 

plots are distributed over a 2-D spatial grid, similar in size to the locations of the 

magnetic probes. 

 

 A clear correlation between Bz
2
 and particle losses has been shown; an important 

question is the identification of locations where lost particles originate.  The assumption 

is that regions highly correlated to particle losses are where those particles originated.  To 

do this, the spatial profiles of correlation at the velocity which maximizes the overall 

correlation between B
2
 and the average Faraday cup signal are shown in Figure 10.6.  
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These plots are created by averaging the correlation at each position over the number of 

lags that lie within a certain velocity range.   

 
Figure 10.6:  Spatial variations of the correlation at maximum correlated velocity 

between the average Faraday cup signal for (a) Bz
2
, (b) Bθ

2
, and (c) Br

2
. 

 

 The overall correlation is strongest for Bz
2
, with three distinct regions evident.  

The correlation is large and positive at radii greater than 27 cm and less than 18 cm, and 

becomes more positive nearer the axial midplane at z = 0.  This is consistent with the 

proposition that open field lines allow particles to leave the machine and be collected by 

the Faraday cup.  The region of smallest correlation occurs from 18 to 27 cm, and 

overlaps where closed field lines are present.  The other two components of B
2
 also show 

similar spatial variations, but have lower correlation.  The spatial variations of 

correlations between the radial Poynting vector and particle losses in Figure 10.7 (a) look 

quite similar to Figure 10.6 (a).  The structure of the axial component does not have any 

obvious pattern to it, and consists of strongly positive and negative regions.  The most 
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positive regions are near the separatrix position, but it is unclear why negative regions are 

present so near them. 

 
Figure 10.7:  Spatial variations of the correlation at maximum correlated velocity 

between the average Faraday cup and (a) Sr and (b) Sz. 

 

 On examination of Figures 10.6 and 10.7, it is apparent that there can be strongly 

correlated regions of space at a given velocity, concurrent with regions of low 

correlation.  The plots of Figures 10.1-10.4 distribute these measurements by their 

correlation value, which show the wide variability in the correlation value.  It is possible 

that even the plots that show a relatively low average correlation do have well 

demarcated spatially correlated regions.  This will be left to future endeavors.  

 

 The correlation between magnetic fluctuations and the average Faraday cup signal 

is actually significant and has a different spatial structure than the overall correlation 
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between B
2
 and particle losses.  Figure 10.8 shows the regions of strong correlation for 

the three magnetic field components in three different frequency bands.  The time 

window at each spatial point is from 25 to 70 microseconds, slightly shorter than the 

previous studies (15-70 microseconds.)  The black line indicates the correlation level that 

is necessary for significance at the P=0.001 level.  From this plot, it is evident that there 

are strong correlations between fluctuations at frequencies between 100 - 800 kHz.  

These frequencies generally lie between the hydrogen and mean gyro frequencies, with 

peak amplitudes near the magnetic null. 
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Figure 10.8:  Correlations between particle losses and magnetic fluctuations.  Linking 

velocity is 2.5 cm/microsecond. 

 

10.2  Magnetic Field Correlations 

 Equilibrium calculations for the magnetic fields in FRCs have specific predictions 

about the relationships between different field components, specifically that the radial 

and axial magnetic fields for closed contours surrounding the plasma current.  Correlation 

studies can show whether the different components do vary in the expected way.  

Coherent changes can also be studied, which can lead to mode structure identification. 
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 The correlation coefficient between various magnetic field components as a 

function of axial and radial position is shown in Figure 10.9.  The general features of the 

FRC topology can be seen in Figure 10.9 (c), with regions near z = ± 20 cm showing 

strong positive and negative correlations between the radial and axial components of the 

magnetic field.  Since the axial field is (on average) an odd function about the null 

position and the radial field is an odd function about the midplane, the quadrupolar 

structure in the 2-D plane centered on z ~ 0, r ~ 20 does show the expected symmetries. 
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Figure 10.9:  Correlations between magnetic field components.  Time period for 

correlation is from 35 to 50 microseconds.  The spatial extent of the FRC is approximated 

by the positions of the crosses. 

 

 Figure 10.9 (a) and (b) are complicated due to the azimuthal magnetic field.   The 

correlation between Bθ and the absolute values of Bz is large and antisymmetric about the 

null.  This indicates that the toroidal field itself is antisymmetric about the null position.  

The axial ends on both (a) and (b) are mostly symmetric about the midplane, with a small 

quadrupolar region in Figure 10.9 (b) near the midplane from z ~ -5 to 5 and r ~ 17 to 28.   
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 Figure 10.10 is a good example of the relationship between spectral and 

correlation analyses.  The upper left two plots show the axial and radial variation of the 

real part of the cross spectrum between a reference Bz-dot probe located at (z = 0, r = 11 

cm) with other Bz-dot probes located throughout the 2-D plane, written as 

 𝑅𝑒(𝐸𝑥𝑦 )  = |𝑋𝑌∗| ∙ cos⁡(𝜃𝑥𝑦 ), (10.1) 

where θxy is the cross phase between the reference and test probe, defined by 

 
𝜃𝑥𝑦 = atan 

𝐼𝑚 𝑋𝑌∗ 

𝑅𝑒 𝑋𝑌∗ 
 , 

(10.2) 

and X and Y are the Fourier transforms of time traces x and y.  The time window over 

which the cross spectra are calculated is from t = 35 to 60.6 microseconds, and the spatial 

structure of two different frequencies are shown. 
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Figure 10.10:  Possible Bz mode structure at 230 and 270 kHz at 47.8 microseconds, with 

power distribution in Kr  and Kz at the same frequencies.  Reference probe is at z = 0 cm, 

r = 11 cm.  Approximate separatrix and null positions are noted on the mode structure 

plots. 
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 Regularly spaced periodic spatial amplitude variations in the cross spectrum near 

the position of the separatrix exist, with average axial and radial wave numbers Kz and Kr 

of 0.4 and 0.8 cm
-1

 respectively.  The power distribution with wave number is shown in 

the upper right two plots, and is calculated by taking the spatial Fourier transform of the 

cross spectra in the plots on the left side.  The average values of each component of K are 

found by using the power distribution as the weighting function, and written as 

 < 𝐾 𝑓 > =   𝐾𝑖 ∗ 𝐸𝑥𝑦  𝑘𝑧 ,𝑘𝑟 ,𝑓    𝐸𝑥𝑦  𝑘𝑧 ,𝑘𝑟 ,𝑓  , (10.3) 

where the summation is done over Kz and Kr.  The variation of Kz and Kr with frequency 

is shown in the bottom plot.  There is a general increase in kr, while kz stays 

approximately constant.  This intriguing result suggests a mode structure that has 

perturbations around the separatrix position. 

 

 While Figure 10.10 shows periodic variations in space at several frequencies, a 

necessary question to ask is whether or not the fluctuations are part of a coherent mode or 

due to random turbulence in this frequency range.  This can be answered by looking at 

the time variation of the mode structure.  The period of a wave with frequency 235 kHz is 

~4.25 microseconds.  By looking at different time windows encompassing at least one 

period, the modes ought to go from a maximum to a minimum and back.  A comparison 

of the averaged real component of the power to the total power in a frequency range will 

also determine whether or not the fluctuations are adding coherently. 

 

 The temporal variations of the spatial mode structures are shown in Figure 10.11.  

The time window is kept at a fixed length of 12.8 microseconds, with a start time that is 
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swept from 0 to 80 microseconds in increments of 0.2 microseconds.  The time stamp of 

each window is taken to be the time at the window center, i.e. a start time of 0 

microseconds is assigned a time stamp of 6.4 microseconds.  The phase and spatial 

position modes do not change much in time.  Also, the percentage of power that is 

repeatable from shot to shot is quite small compared with the total power, on the order of 

2 percent or less.  This proves that the phase of the fluctuations is mostly random which 

is a characteristic of turbulence.  While it is possible that there are coherent modes 

present on the IFRC, they do not appreciably contribute to the measured amplitude of 

fluctuations when averaged over a large number of discharges.  This could be due to 

variations of the plasma parameters which determine the wavelength and frequency of the 

modes. 
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Figure 10.11:  Top plots:  Time evolution of mode structure at 235 kHz.  Bottom plot:  

Total power of axial magnetic field fluctuations at 235 kHz and 47 microseconds.  Note 

that the bottom plot has a logarithmic amplitude scale. 
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10.3  Magnetic Field and Derived Quantity Correlations 

 The similarity between spatial distributions of the magnetic field and current 

density is measured by the spatial cross correlation of the two quantities.  Figure 10.12 

shows the time evolution of the correlations between the various components of B
2
 and J, 

as well as the correlations between components of JxB. We would expect that the 

azimuthal component of the current density Jθ would be anti-correlated with Br
2
+Bz

2
 

since the magnetic fields are caused by the current.  This is indeed what is seen in Figure 

10.12(a), plotted with the dotted line.  Once significant azimuthal current begins to flow, 

at around t = 30 microseconds, the correlations become strong and negative.  The 

correlations of B
2
 with the other two components of J are not nearly as strong, though 

still fairly significant at some times.  The negative correlation of Bθ
2
+Bz

2
 with Jr, and the 

positive correlation of Br
2
+Bθ

2
 with Jz imply that the azimuthal magnetic field is most 

likely caused by radial currents.  This follows from the fact that magnetic fields and the 

currents that create them do not generally have the same spatial structure. 
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Figure 10.12:  Spatial correlation of magnetic field and current density components.  Top 

plot correlates magnetic energy with appropriate current density.  Bottom plot correlates 

force balance components. 

 

 The small correlations from t = 25 to 45 microseconds on the bottom plot of 

Figure 10.12 shows that the Hall term is relatively small for this time period.  The radial 

component, given by the solid line, is quite small after 30 microseconds until the 

equilibrium phase is over, which occurs near 70 microseconds.  The axial component, 

denoted by the dashed line, begins to deviate from zero by 50 microseconds.  This is 
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confirmed by observations of the azimuthal current density splitting into several pieces 

and wobbling back and forth.  

 
Figure 10.13:  Spatial correlations of Eθ with B and J components 

 

 The correlation between Eθ and Bz is quite strong, due to their similar radial 

profiles.  Both have their most negative values nearest the flux coil, with increasing 

values at greater radii.  The other two components of B have strong correlations that 

exhibit large changes in time.  The peak in Eθ - Br near 35 microseconds occurs when the 

IFRC reaches its maximum null position and trapped flux; field lines are also breaking 
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and moving from open to closed as the flux builds.  The concurrent drop in the other two 

correlations is intriguing, though the cause is unknown.  The peak in Eθ - Bθ correlation 

near 40 microseconds occurs when the azimuthal field fluctuations are largest and implies 

that the field structures are quite similar.  The overall correlations of Eθ with components 

of J are quite small for the majority of the discharge, with no obvious conclusions to be 

drawn. 
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Chapter 11:  Conclusions and Final Remarks 

 

11.1  Summary 

 This thesis has quantified what is known about the Irvine Field-Reversed 

Configuration device.  Reversed magnetic fields are regularly produced and observed; 

spatial mapping of the three dimensional nature of these fields has revealed the following 

results:   

 Axial and radial magnetic fields form closed poloidal flux contours, surrounded 

by open field lines, with maximum field strength of approximately 200 Gauss. 

 Toroidal magnetic fields that are of similar magnitude to the reversed field with 

strong spatial and temporal gradients. 

 The measured fields and fluxes in the absence of plasma are comparable in 

strength and spatial distribution to theoretical models of currents in the field coils 

that confine and drive the discharges. 

The magnetic field measurements have been used to derive estimates for the plasma 

current density and toroidal electric field.  Cross checks show that the calculated current 

from B-dot measurements agrees well with the sum of the plasma current and limiter coil 

current measured by Rogowski coils.   

 

 The IFRC is a low temperature device, though it does achieve a high volume 

averaged beta.  The input power measured by the radial Poynting vector is transferred to 

the plasma by resistive heating.  Particle losses out the axial ends of the machine agree 

very well with the estimates of the power lost by particle transport.  These large losses 
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are consistent with the small observed increases in the thermal stored energy.  As a direct 

consequence of the large losses by transport, the particle and energy confinement times 

are much shorter than the discharge length. 

 

 There is a substantial amount of power in magnetic fluctuations that have a 

frequency between the hydrogen cyclotron and mean gyrofrequencies.  These 

fluctuations are strongest where the magnetic field is lowest, an observation similar to 

those made on other machines.
50-52

  The Faraday cups measure correlated signals with 

changes in the magnetic fields.  The strongest correlations are with the Bz
2
 and the 

absolute value of the radial Poynting vector, and are highest near the estimated separatrix 

position.  This indicates that changes in the topology of the poloidal magnetic fields 

allow particles with a velocity of approximately 2 cm/microsecond to stream along open 

field lines which exit the confinement region at each end of the machine.  Correlations 

are also high between particle losses and magnetic fluctuations with frequencies in the 

hydrogen cyclotron to mean gyrofrequency range.  These correlations peak near the null, 

where the amplitude of the fluctuations is largest, and indicate that turbulence in this 

region is correlated with particle loss. 

 

 

 Whenever possible, „sanity checks‟ were done to test whether a particular analysis 

method produced physically reasonable results.  These checks, such as those performed 

on the plasma current in Chapter 6.3 and the input power in Chapter 8.2, have all 

consistently agreed with each other. 
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11.2  Discussion 

 Theoretical and experimental studies of stability and confinement properties of 

field-reversed configurations have focused primarily on low-frequency MHD modes and 

global instabilities.
5
 

23
 

24
  While these modes can be present in different experiments, 

methods such as multi-pole stabilization
17

 have been designed to reduce or eliminate 

these global disruptions.  What has not yet been solved is the problem of anomalously 

high particle transport rates that constrain particle and energy confinement times for this 

topology. Particle transport must be reduced for FRCs to be a viable fusion reactor 

candidate. 

 

 While the IFRC device is not at the cutting edge of experimental design, the 

combination of a high beta region of plasma surrounded by open field lines is a feature 

that defines all FRCs.  It seems likely that loss mechanisms present on this experiment 

will be present on all experiments that share this topology.  It has been established in 

Chapter 8 that power losses in the IFRC are dominated by particle transport as shown in 

Figure 8.9.  Macroscopic estimates of the particle diffusion rate in Figure 8.3 are much 

larger than those given by the Spitzer resistivity, and are consistent with the power loss 

calculations.  This loss channel will likely account for a smaller percentage of the total 

power losses on higher temperature machines but any information that may lead to a 

better understanding of particle transport losses should be applicable no matter the size of 

the experiment. 
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 It has been noted that the lower hybrid drift instability
54

 could be the cause of the 

anomalous resistivity observed in FRCs and reconnecting current sheets.
43

 
51

 While this 

instability is electrostatic, magnetic field fluctuations have been observed
51

 
52

 between the 

ion and mean gyro frequencies.  Some theoretical work on electromagnetic fluctuations 

in this frequency range
55

 
56

 
57

 has indicated that magnetic fluctuations can be unstable in 

high beta regimes, such as near the center of field-reversed configurations.  As shown in 

Chapter 9, fluctuations in this frequency band are observed on the IFRC, with spatial 

locations restricted to high beta regions, frequencies in the expected range, and 

amplitudes of up to 10% of the peak magnetic field.  The strength and spatial locations of 

the correlations between particle losses and fluctuations, shown in Figures 10.6 through 

10.8, indicate that the likely cause of the observed particle transport on the IFRC is due to 

electromagnetic turbulence ejecting particles from regions near the null onto open field 

lines which exit the containment region.  The observation of these fluctuations on other 

machines makes it likely that this particle loss mechanism is a general feature of the 

field-reversed configuration. 

 

 In summary, the key results of this thesis are the following: 

 Power losses are dominated by particle transport.  (Figure 8.9) 

 Magnetic fluctuations of appreciable amplitude between the hydrogen and mean 

gyrofrequencies are present near the magnetic null.  (Figures 9.4, 9.5, and 9.9) 

  Particle losses are correlated to the magnetic fluctuations as well as to changes in 

the confining equilibrium magnetic fields.   (Figures 10.6-10.8) 
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11.3  Future Work 

 The primary measurement device in this thesis is the humble B-dot probe.  While 

many conclusions can be drawn from the temporal and spatial variations of the magnetic 

field in plasma, an independent measurement of the plasma density, temperature, and 

electric field would greatly improve the understanding of the plasma characteristics of the 

IFRC.  This effort would be greatly aided by the development of a different plasma 

source; a direct link between the plasma and plasma gun electrodes precluded the local 

measurement of temperature and density by triple probes.  

 

 This thesis is based on a set of charging parameters that were empirically 

observed to produce reversed fields in the IFRC.  An exhaustive survey of parameter 

space was not performed; in particular our lack of control over the initial plasma density 

precluded a study of the dependence of fluctuations and particle losses on equilibrium 

magnetic field strength and peak density.  These dependencies as well as plasma 

characteristics such as the confinement times, stored energy, and power flows should be 

addressed in a future work. 

 

 High frequency magnetic fluctuations measured on this machine have similar 

characteristics to those of other experiments; the precise nature of this instability such as 

its dispersion relation and parametric dependence on macroscopic plasma parameters has 

yet to be fully characterized on the IFRC.  Toroidal variations have been completely 

ignored in this work.  Future study should include correlation measurements between 

particle losses and changes in the magnetic field, electric field, and density as function of 
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spatial location to fill in the path between fluctuations in the center of the plasma and 

losses measured at the axial ends.  Finally, comparisons should be made between the 

observed characteristics of particle losses on this machine and available theoretical 

models in order to guide our understanding of how energy and particles are confined in a 

field-reversed configuration. 
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