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Abstract of the Dissertation

Fast-ion Dα Measurements and Simulations in DIII-D

By

Yadong Luo

Doctor of Philosophy in Physics

University of California, Irvine, 2007

Professor William W. Heidbrink, Chair

The fast-ion Dα diagnostic measures the Doppler-shifted Dα light emitted by

neutralized fast ions. For a favorable viewing geometry, the bright interferences

from beam neutrals, halo neutrals, and edge neutrals span over a small wavelength

range around the Dα rest wavelength and are blocked by a vertical bar at the exit

focal plane of the spectrometer. Background subtraction and fitting techniques

eliminate various contaminants in the spectrum. Fast-ion data are acquired with a

time evolution of ∼ 1 ms, spatial resolution of ∼ 5 cm, and energy resolution of

∼ 10 keV. A weighted Monte Carlo simulation code models the fast-ion Dα spectra

based on the fast-ion distribution function from other sources. In quiet plasmas, the

spectral shape is in excellent agreement and absolute magnitude also has reasonable

agreement. The fast-ion Dα signal has the expected dependencies on plasma and

neutral beam parameters. The neutral particle diagnostic and neutron diagnostic
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corroborate the fast-ion Dα measurements. The relative spatial profile is in

agreement with the simulated profile based on the fast-ion distribution function

from the TRANSP analysis code. During ion cyclotron heating, fast ions with high

perpendicular energy are accelerated, while those with low perpendicular energy are

barely affected. The spatial profile is compared with the simulated profiles based on

the fast-ion distribution functions from the CQL Fokker-Planck code. In discharges

with Alfvén instabilities, both the spatial profile and spectral shape suggests that

fast ions are redistributed. The flattened fast-ion Dα profile is in agreement with the

fast-ion pressure profile.
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Chapter 1

Introduction

1.1 Fusion energy

In a world where energy needs are rapidly growing beyond the available supply

capacity, scientists from around the world are working to harness fusion energy, the

power of the sun and stars and use this resource to meet the planet’s rising

demands. To produce fusion energy, the fuels must be heated to temperatures of

100 million ◦C and held at high pressure long enough. Confining fuels at such a

high temperature is challenging, yet accomplishable in three different ways [1]. The

sun confines the fuels by gravity. The equatorial surface gravity of the sun is 28

times as strong as that of the Earth. Unfortunately, this gravity technique does not

work on the “tiny” Earth. Inertial confinement fusion uses powerful energy beams,

such as lasers, to compress and heat the fuels. Magnetic confinement fusion uses

strong magnetic fields to confine the fuels, heated by ohmic heating and other

means. The problem of producing useful fusion energy on Earth is sufficiently

difficult that in over 50 years of research the only man-made fusion device which

had produced more energy than it consumed is the hydrogen bomb. Among various

fusion reactions, the fusion of deuterium and tritium (Eq. 1.1) is the most

promising. It yields 17.6 MeV of energy, but requires a relatively low temperature of

20 million ◦C to overcome the Coulomb barrier. The deuterium fuel can be derived

from water which is abundant and available everywhere. Tritium can be produced
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from lithium, which is plentiful in the earth’s crust.

D + T ⇒ α(3.5 MeV ) + n(14.1 MeV ) (1.1)

1.2 Tokamak

The tokamak [2] is one of several types of magnetic confinement devices and the

leading candidate for producing fusion energy, reflected in the design of the next

generation ITER device. It is a doughnut-shaped machine producing a toroidal

magnetic field for confining a plasma. It was invented in the 1950s by Soviet

physicists Igor Yevgenyevich Tamm and Andrei Sakharov. The tokamak is

characterized by azimuthal symmetry and the use of the plasma current to generate

the helical component of the magnetic field necessary for stable equilibrium.

In an operating fusion reactor, part of the energy released will serve to maintain

the plasma temperature as fresh deuterium and tritium are introduced. However, in

the startup of a reactor, the plasma will have to be heated by other means to its

operating temperature of greater than 10 keV. Since the plasma is an electrical

conductor, it is possible to heat the plasma by inducing a current through it. The

heating caused by the induced current is called ohmic heating. The heat generated

depends on the resistance of the plasma and the current. But as the plasma

temperature rises, the resistance decreases and ohmic heating becomes less effective.

To obtain high temperatures, additional heating methods must be used. Neutral

plasma heating and radio-frequency heating are two of the main auxilliary heating

methods in tokamaks. Neutral beam injection involves the introduction of high

energy atoms into the ohmically-heated, magnetically-confined plasma. The atoms
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are ionized as they pass through the plasma and are trapped by the magnetic field.

The energetic ions then transfer part of their energy to the plasma particles in

repeated collisions, increasing the plasma temperature. Radio-frequency heating

utilizes high-frequency electromagnetic waves generated by gyrotrons. If the waves

have the correct frequency and polarization, their energy can be transfered to the

charged particles in the plasma, which in turn collide with other plasma particles,

thus increasing the temperature of the bulk plasma. Various RF heating techniques

exist including electron cyclotron heating (ECH) and ion cyclotron heating (ICH).

1.3 DIII-D

The experimental research presented in this thesis was conducted on the DIII-D

tokamak located at the DIII-D National Fusion Facility in San Diego, California.

This section describes the facility as it was in 2004 and 2005, when the data in this

thesis were taken. DIII-D is a non-circular cross-section tokamak with major radius

R0 = 1.66 m, minor radius a = 0.66 m, and plasma chamber elongation of 2.1 with

toroidal magnetic field of up to 2.2 T at R0 [3]. The tokamak operates in a wide

range of configurations including single null and double dull divertors. The

maximum plasma current Ip is presently 2.5 MA. To heat the plasma above the

ohmic level (>∼1.0 keV), there are seven neutral beams, a 110 GHz ECH system, and

a Fast Wave (FW) system (60-120 MHz). The beams inject 45-81 keV deuterium

beam ions in the direction of the plasma current at tangency radii (the distance

between the center and the beam centerline) of 0.76 m (for the so-called “right”

sources) and 1.15 m (for the “left” sources) providing up to 20 MW of heating

power. Typically, one FW transmitter couples 0.7-1.0 MW at 60 MHz into plasmas.
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The other FW transmitters couple up to 2 MW of power at 113-117 MHz. The

110 GHz ECH system is powered by a mixture of short pulse (∼ 2 s) gyrotrons from

Gycom and long pulse gyrotrons (∼ 10 s) from CPI providing a maxium power of

4.5 MW. Table 1.1 lists the primary parameters for DIII-D .

Table 1.1: Plasma parameters of the DIII-D tokamak as of May 2005.

Parameter DIII-D Capability
Major Radius (R) 1.67 m
Minor Radius (a) <∼0.67 m

Vertical Elongation (κ) 1.0-2.6
Aspect Ratio (ε) 2.5-5.3

Toroidal Field (BT ) 0.6-2.2 T
Plasma Current (Ip)

<∼2.5 MA
Ohmic Heating Power (Pohm) <∼1.0 MW
Neutral Beam Power (Pinj)

<∼20 MW
ICH Power (PICH) <∼3 MW
ECH Power (PECH) <∼4.5 MW

Electron Temperature (Te(0)) <∼6 keV
Electron Density (ne)

<∼1.0× 1020 cm−3

Ion Temperature (Ti(0)) <∼17 keV

The DIII-D tokamak has long been recognized as being one of the best-diagnosed

magnetic fusion experments [4]. Among over 50 individual systems, many of them

have been utilized for this work. Electron Cyclotron Emission (ECE) [5] and

Thomson scattering [6] measure electron temperature. Thomson scattering and

CO2 interferometers [7] measure electron density. Charge exchange recombination

(CER) [8] spectroscopy measures ion temperature, rotation velocity, and carbon

density. We usually assume that carbon is the dominant impurity species. A survey

spectrometer measures impurity concentration. Visible filter scopes measure edge
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Dα signal monitoring edge localized modes (ELMs). An extensive suite of

techniques can provide fluctuation measurements, including ECE, Beam Emission

Spectroscopy (BES) [9], CO2 interferometer, reflectometer [10], and Mirnov coils.

Motional Stark polarimeter (MSE) [11] measure plasma current profiles. The

DIII-D fast-ion diagnostics are discussed in §1.5.

A set of software is used regularly for this project. TRANSP [12] is a

time-dependent transport analysis code for tomamak experiment. It classically

calculates fast-ion distribution functions, which provide the input for the fast-ion Dα

(FIDA) simulation code in quiet plasmas. GAProfiles makes spline fits to

experimental profile data that are required for TRANSP and the FIDA simulation

data. EFIT [13] is an equilibrium code that translates measurements from plasma

diagnostics into useful information like plasma geometry, stored energy, and current

profiles.

1.4 Fast ions

A typical tokamak contains thermal electrons, thermal ions, and fast ions that have

energies much higher than the thermal ion temperature. The velocity distribution

function of thermal particles is described by a shifted Maxwellian distribution

function characterized by a rotation velocity Vj, a temperature Tj, and a density

nj. Fast ions are not in thermal equilibrium and they do not conform to a

Maxwellian distribution [14]. The fast ion distribution function is a general function

of f(v, r, t). In analytical modeling, a slowing-down distribution is often employed

for some types of fast ions [15]. In tokamaks, fast ions are generated by fusion

reactions, by neutral beam injection, and by RF acceleration [14]. Fast ions created
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in nuclear reactions have a well defined initial energy. The spatial distribution is

centrally peaked since both the density and the temperature peak on axis. The

angular distribution is nearly isotropic. Rf acceleration of fast ions occurs in the

perpendicular direction around the resonance layer. Hydrogenic fast ions created by

neutral beam injection have three energy components (known as the full energy, the

half energy, and the third energy components, respectively). The initial pitch angle

depends on the injection angle of neutral beams.

Diagnosis of the fast-ion population is important because the fast ions are often a

major source of energy, momentum, and particles for the plasma. Moreover, the

fast-ion pressure and driven current can have a significant impact on macroscopic

stability properties. Although dilute populations of fast ions often behave

classically, intense populations can drive instabilities that redistribute or expel the

fast ions from the plasma [14]. This is often the case in experiments in the DIII-D

tokamak, where anomalous fast-ion diffusion rates of approximately 0.3 m2/s are

inferred commonly in discharges with neutral beam injection [16].

1.5 Existing fast-ion diagnostics

Table 1.2 compares existing fast-ion diagnostics in use worldwide with the new

diagnostic technique discussed in this thesis. Neutrons, 3 MeV protons, and fusion

gammas are fusion products. It is often desirable to distinguish thermonuclear

reactions from the beam-plasma and beam-beam reactions produced by fast ions

[14]. The lost ion detector, as its name suggests, measures escaping fast ions from

the plasma. The neutral particle analyzers (NPA) measure neutralized fast ions

(reneutrals) by charge exchange reaction. The collective Thomson scattering (CTS)
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Table 1.2: Comparisons of fast-ion diagnostics

Technique Velocity resolution Approximate
achieved spa-
tial resolution

Approximate
achieved tem-
poral resolu-
tion

Neutrons Weights high energies >∼10 cm chord
averaged

∼ 10 µs

3 MeV protons Weights high energies >∼10 cm orbit av-
eraged

∼ 1 ms

Fusion gammas Weights high energies ∼ 5 cm chord av-
eraged

<∼10 ms

Lost ions Good Lost ions only ∼ 1 µs
Neutrals Excellent Depends on neu-

trals
∼ 10 µs

Scattering Good ∼ 10 cm ∼ 1 ms
FIDA Good ∼ 1 cm ∼ 1 ms

diagnostic [17] measures the scattered wave by electrons surrounding fast ions. High

power millimeter-waves are required for this diagnostic.

Several of these diagnostics were already implemented on DIII-D ( Fig. 1.1). A

plastic scintillator that is cross-calibrated to an absolutely-calibrated fission counter

measures the volume-averaged 2.5 MeV neutron rate [18]. Spatially-resolved

measurements of the fast ions are obtained in two ways. A compact electrostatic

neutral particle analyzer (NPA) measures the active charge exchange signal at

R=1.95 m [19]; the analyzer detects perpendicular 50-keV neutrals from a vertical

volume that is determined by the vertical extent of the modulated neutral beam

(Fig. 6.1). The second spatially-resolved diagnostic relies on motional Stark effect

(MSE) [20] measurements of the internal magnetic field. The profile of the total

plasma pressure ptot is obtained from EFIT [13] reconstructions of the MHD

equilibrium that are consistent with the MSE data, with magnetics data, and with
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isotherms of the electron temperature as measured by an electron cyclotron

emission (ECE) [5] diagnostic. The thermal pressure pth from Te [5, 6], ne [6, 7], Ti,

and carbon density measurements is subtracted from the MHD pressure profile to

obtain the fast-ion pressure profile pf [21, 22]. With the assumption that the carbon

and deuterium temperatures are both Ti and that the plasma is quasineutral with

carbon the dominant impurity, the fast-ion pressure pf is

pf = p− neTe − (ne − 6nC)Ti − nCTi, (1.2)

where p is the total pressure from EFIT and nC is the carbon density. The

uncertainty in fast-ion pressure δpf is

δpf = [(δp)2 + (Te + Ti)
2(δne)

2 + n2
e(δT

2
e + δT 2

i ) + 25n2
CδT

2
i + 25T 2

i δn
2
C ]1/2. (1.3)

The uncertainty is affected by the uncertainty in the total pressure and the

uncertainty in thermal pressure. The uncertainty in pth is readily computed by

propagating the estimated random errors in the thermal density and temperature

measurements. The uncertainty in ptot is more difficult to quantify because

systematic errors in the EFIT equilibrium construction exceed the errors associated

with MSE, ECE, and magnetics measurement errors. The terms involving δp and

δne usually are dominant. For the cases shown in this thesis, the absolute

uncertainty in the fast-ion pressure is ∼ 20% (with δptot and δne making the

dominant contributions), while the relative uncertainty when comparing the profiles

with and without ICH (Chapter 6) is ∼ 10%. The primary fast-ion diagnostic is

FIDA, which is discussed in this thesis.
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1.6 Thesis organization

This thesis consists of eight chapters. Chapter 1 serves as a brief introduction to the

background. The first section of Chapter 2 discusses the diagnostic concept and

challenges, which were published by Heidbrink et al. in 2004 in Plasma Physics and

Controlled Fusion [23]. The second section of chapter 2 describes the instruments.

The initial design of the instruments was published by Luo et al. in 2004 in Review

of Scientific Instruments [24]. In 2007, Luo et al. published a paper in Review of

Scientific Instruments [25] with detailed discussion of the instrument. Chapter 3

presents the data analysis procedure, signal level, and signal to noise issues [25].

Chapter 4 introduces the simulation code [23],which predicts the FIDA spectra

based on existing fast-ion distributions. The sensitivity study results of simulated

FIDA signal on plasma parameters were published by Luo et al. in 2007 in Physics

of Plasmas [26]. Chapter 5, 6, and 7 presents FIDA measurements in quiet plasmas,

during high harmonic ICH, and in plasmas with instabilities, respectively. The quiet

plasma results were published by Luo et al. [26]. The ICH results were published by

Heidbrink et al. in 2007 in Plasma Physics and Controlled Fusion [27]. The results

with instabilities have been submitted by Heidbrink et al. to Physical Review

Letters [28]. Finally, the thesis concludes with a chapter (Chapter 8) devoted to

summaries and future work.
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Chapter 2

FIDA diagnostic

2.1 Diagnostic concept

In neutral-beam-heated tokamak plasmas, as deuterium fast ions circulate the

device, they can pass through a neutral beam, where some fast ions neutralize by

charge exchanging with the injected neutrals or halo neutrals (warm neutrals

around the neutral beam). Some of the reneutrals (neutralized fast ions) are in

excited states. After traveling a distance in a straight line, the excited state may

decay by emitting a photon,

D0 +D+ ⇒ D+ +D0∗ ⇒ D+ +D0 + γ. (2.1)

Dα light, which is the transition from the n = 3 to n = 2 energy level, has a rest

wavelength of 656.1 nm. It is visible and can easily be measured with a standard

spectroscopic system. The Doppler shift of the Dα line depends on the velocity

component of the reneutral along the viewing line at the time of emission. As a

result, a particular wavelength in the spectrum corresponds to fast ions with a

particular velocity component along the viewing line and arbitrary velocity

components in the other orthogonal directions.

Figure 2.1(a) illustrates the relevant atomic processes. The first reaction is the

charge exchange reaction with an injected or halo neutral that converts a fast ion
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Figure 2.1: (a) Three types of atomic processes in the emission of a photon by a fast
ion. The first reaction is a charge-transfer event between an orbiting fast ion and an
injected neutral or halo neutral. The second set of reactions are changes in energy
levels caused by collisions between the reneutrals and the plasma. The third reaction
is the atomic transition that produces the measured photon. The Doppler shift of
this photon is determined by the component of the fast-ion velocity in the direction of
observation, vf,‖. (b) The probability of the initial charge-exchange reaction depends
on the relative velocity between the fast ion and the injected neutral, vrel = |vf −vn|.
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into a reneutral. After a reneutral is created, its energy level can change. Many

processes are involved: collisional excitation, deexcitation, and ionization with

electrons, deuterons, and impurities, as well as radiative transitions. The transition

of interest is the n = 3→ 2 radiative transition.

The detection of Balmer-alpha light is widely applied. Balmer-alpha light from

the plasma edge is measured on virtually all magnetic fusion devices as a monitor of

plasma recycling and transport and to determine the relative abundances of

different hydrogenic species [29]. The spatial profile of Balmer-alpha light from

injected neutrals is used to measure the deposition of the neutral beams in the

plasma [30, 31], the spectrum is used to detect magnetic [32] and electric fields

[33, 34] through Stark splitting, and fluctuations in the emission are related to

fluctuations in the electron density [35]. Balmer-alpha light from neutralized

thermal ions by charging exchange with an injected beam provides information on

the local ion temperature [36, 37] and deuterium density [31, 38]. In both

astronomy and plasma physics Balmer-alpha radiation is also known as Hα light or,

in the case of deuterium atoms, Dα .

Conceptually, the use of Dα light to diagnose a fast deuterium population is

similar to the diagnosis of fast helium populations using charge exchange

recombination spectroscopy [39]. Fast helium populations during 3He neutral beam

injection were measured on JET [40, 41]. Alpha particles produced in

deuterium-tritium reactions were measured on the Tokamak Fusion Test Reactor

(TFTR) [42, 43].

The intrinsic spatial resolution of this technique is determined by the mean-free

path of the reneutrals. Note that the situation is different than for charge-exchange
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recombination spectroscopy of ions with Z > 1 [44]. An impurity ion with Z > 1

that gains an electron remains charged and continues to orbit in the magnetic field.

Ions can travel on curved paths from one neutral beam source into a sightline that

views a different source [44] (the so-called “plume” effect). In contrast, a reneutral

travels in a straight line until it is reionized or lost. Since reneutrals from distant

sources are unconfined they tend to disperse rapidly.

Figure 2.2 shows a simulation of the expected signal from a monoenergetic

population of 80-keV/amu fast ions with a uniform velocity distribution in pitch

that are randomly launched from one cell. The contours are displayed in the plane

perpendicular to the injected neutral beam. The intensity from this localized source

decreases rapidly with distance from the source. Three factors affect the spatial

resolution. First, the emission intensity from an isotropic source of unattenuated,

steadily-radiating particles decreases as the square of the radius r from the source.

The decrease with distance shown in Fig. 2.2 is faster than r−2, however, because

the radiating fast neutrals can be ionized through collisions. The mean-free path for

reionization is comparable to the attenuation length for injected neutrals, i.e.,

∼ 30 cm for a typical DIII-D plasma. A more important length is the mean-free

path associated with the lifetime of the n = 3 state, vfτ3→2 ' 6.1 cm

(vf ' 2.8× 106 m/s, τ3→2 ' 2.2× 10−8 s). The actual mean-free path in the plasma

is shorter than this vacuum value because the effective lifetime of the n = 3 state is

shortened by collisions. Consequently, the intrinsic spatial resolution is ∼ 1 cm.

Some neutrals that are reexcited to the n = 3 state contribute a weak signal at the

0.1% level out to distances of 20-50 cm, however.

It should be noted that, from the standpoint of atomic physics, the Lyman alpha
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Figure 2.2: Spatial distribution of the Dα light produced by a monoenergetic dis-
tribution of 80 keV/amu fast ions with uniform pitch that originate randomly in a
single cell (rectangular box at center). A plane perpendicular to the direction of the
injected source is shown. Contours of constant emission are given.
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transition is superior to the Balmer alpha transition. The lifetime is shorter, so

vfτ2→1 = 0.6 cm in vacuum. Moreover, the charge exchange cross section from the

ground state to the n = 2 state is much larger than to the n = 3 state, so the line is

brighter and uncertainties in the excited state fractions [45] have a smaller impact

on the interpretation of the signal. The advantage of the Balmer alpha transition is

purely technical: although it is is possible to design a high throughput ultraviolet

diagnostic [46], detection is simpler in the visible.

For spectroscopic measurements of either fast helium ions or fast hydrogenic ions,

avoiding the bright emission from other sources is a major challenge. There are

several populations of hydrogenic neutrals in a typical tokamak plasma [47]

(Fig. 2.3). Near the plasma edge, there are populations of relatively cold neutrals

from the walls and divertor that are excited in the plasma periphery. These edge

neutrals radiate brightly near the unshifted wavelength of the Balmer-alpha

transition (at 656.1 nm for Dα ). The penetration distance of edge neutrals into the

bulk plasma is approximately the geometric mean of the mean-free path for

ionization and the mean-free path for charge exchange, which is only a few

centimeters in a typical tokamak.

Neutrals injected from neutral beam lines are the second major population. The

velocities of these neutrals are determined by the accelerating grids of the neutral

beam source. There are three discrete energies: the neutrals with the full

acceleration voltage, neutrals with one-half of the acceleration voltage, and neutrals

with one-third of the acceleration voltage. The small divergence of the neutral beam

source implies that both the direction of the velocity vector and the spatial extent

of the injected neutrals is well-defined. Because of their large velocity (2.8× 106 m/s
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for an 80-keV deuteron), the Doppler shift of the Dα emission can be as large as

6 nm. In addition to the Doppler shift, there also is Stark splitting of the line

associated with both the motional v×B Stark effect and with plasma electric fields.

This splitting accounts for the ∼ 1 nm spread of the three peaks in the full-energy

Dα line in Fig. 2.3.

The injected neutrals ionize through electron-impact ionization with plasma

electrons or through charge exchange with plasma ions. Because of the large

electron-ion mass difference, in a charge exchange (“charge transfer”) event with a

deuterium ion, the velocities of the ion barely change [15], so the energetic injected

neutral generates a neutral with the velocity of the thermal plasma ion. These

warm neutrals can radiate promptly and they generally undergo several subsequent

charge-exchange reactions before being ionized by electron impact. A warm, “halo”

neutral population forms around the injected beam. The velocity distribution of

this population is approximately the local velocity distribution of the plasma ions.

For an ion temperature of Ti = 5 keV, the resulting Doppler shift of the Dα line is

approximately 1.5 nm.

Upon ionization, injected neutrals form a population of fast ions. These fast ions

circulate around the torus on orbits that are determined by their velocity and the

confining magnetic field. On a longer timescale, Coulomb collisions with the plasma

cause gradual deceleration and spreading of the velocity distribution. Because the

duration of beam injection and the deceleration time are very long compared to

characteristic orbital timescales, the toroidal dependence is lost and an

axisymmetric, supra-thermal distribution ff of fast ions is created that depends on

four variables: the fast-ion energy E, the projection of the velocity vector onto the
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magnetic field, v‖/v (also called the “pitch”), and the radial and poloidal positions

r. When these fast ions orbit through an injected neutral beam, a small fraction of

them undergo a charge-exchange reaction and become a deuterium atom. The goal

of this technique is to extract information about ff from the Dα light emitted by

these atoms.

The spectrum in Fig. 2.3 highlights the difficulties with a naive implementation

of this concept. These data are from a fiber that views a neutral beam source

“tangentially” in the midplane (shown in Fig. 2.3(a)). Injected neutrals are

traveling toward the fiber so the radiation is blue-shifted. The bright contributions

from edge and halo neutrals on the blue-shifted side of the central peak are also

evident. For these plasma conditions, the fast-ion population is traveling primarily

in the direction of the injected beam with a broad distribution of energies and

velocities, so a broad blue-shifted fast-ion “line” that spans the entire abscissa is

expected. This line is relatively weak, however. The fast-ion signal is proportional

to the fast-ion density nf , while the halo signal is proportional to the thermal

plasma density ni. As a crude estimate of the spectral intensity dI/dλ, the ratio of

fast-ion to halo signal is roughly (nf/ni)
√
Ti/E ∼ 10−3. This implies that the

expected signal is smaller than typical backgrounds from bremsstrahlung and

impurity radiation. Accurate background subtraction is essential for the success of

this concept. Even with accurate background subtraction, detection of a fast-ion

signal is problematic for the geometry shown in Fig. 2.3.

Fortunately, there are more favorable geometries. Figure 2.4 illustrates the

situation for a fiber located above the heating beam. Because the injected neutrals

travel horizontally, this geometry eliminates their Doppler shift. In contrast, the
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fast ions gyrate vertically in the magnetic field due to the perpendicular component

of their velocity. They travel down during half of their cyclotron orbit and up

during the other half, so a population of fast ions produces a spectrum with red-

and blue-shifted wings. This effect is most pronounced for the idealized,

monoenergetic distribution shown in Fig. 2.4 but the basic effect is present for more

realistic distributions. With accurate background subtraction, the signal from fast

ions is detectable.

Removing the background from visible bremsstrahlung and scattering is another

challenge for a FIDA measurement. Visible bremsstrahlung spreads uniformly over

the entire range of interest and scales as n2
e. On the other hand, the FIDA signal

decreases with increasing ne. In a high density discharge in DIII-D, visible

bremsstrahlung could be an order of magnitude stronger than the FIDA signal.

Even in a typical low density discharge, the visible bremsstrahlung and FIDA

signals are comparable. Thus, it is essential to do accurate background subtraction.

This is achieved through modulation of the injected neutral beam in a steady

plasma, which can be done routinely in DIII-D. In a transient plasma, changes in

background must be monitored independently, as discussed in §3.1.

The relationship between the measured spectrum and the fast-ion distribution

function is complicated by the energy dependence of the charge-exchange cross

section. These effects have been the topic of extensive study within the context of

charge exchange recombination spectroscopy; see, for example, Refs. [48, 49].

Ideally, an inversion algorithm would exist that relates the measured spectrum

dI/dλ to the desired quantity, the fast-ion distribution function ff (E, v‖/v); it

would be particularly convenient if the signal was linearly proportional to the
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fast-ion density but, unfortunately, this is not generally the case. Figure 2.5(a)

shows the origin of the complexity. The neutralization rate is a strong function of

the relative energy between the fast ion and the injected neutral, peaking at

∼ 27 keV/amu. This implies that some velocities in the fast-ion distribution

function are more likely to neutralize and contribute to the spectrum. The signal

depends on two distinct pairs of velocities. The first pair is the relative speed

between the injected neutral and the fast ion vrel (Fig. 2.1(b)), which determines

the probability of neutralization. The second pair is the fast-ion velocity and the

velocity vector of the emitted photon, since the component of the fast-ion velocity

in the direction of observation vf,‖ determines the Doppler shift of the photon

(Fig. 2.1(a)). The energy dependence of the charge-exchange cross section can

distort the spectrum strongly, particularly if the sightline views parallel or

antiparallel to the injected beam. Figure 2.5(b) compares the actual spectrum with

the spectrum that would be produced if the neutralization rate was independent of

energy. Fast ions traveling along the beam are selected preferentially while fast ions

traveling against the beam hardly appear in the spectrum because their relative

energy is too high. In contrast, this effect has little impact on a vertical view

(Fig. 2.5(c)). In this case, the perpendicular component of the motion that

determines the Doppler shift is generally perpendicular to the velocity vector of the

injected neutrals, so little distortion of the spectrum occurs.

The spectral shape is distorted from fast-ion velocity distribution function

because of the energy dependence of the cross sections. For a specific wavelength in

the spectrum, the signal is from a collection of fast ions in velocity space. Figure 2.6

illustrates the relationship between the observed Doppler shift and the fast-ion
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distribution function. Because of the rapid gyromotion, in a strongly magnetized

plasma, the fast-ion distribution function only depends upon two velocity

coordinates. (The phase of the gyroangle is an ignorable coordinate.) A common

choice of velocity coordinates is energy and the pitch of the velocity vector relative

to the magnetic field. Figure 2.6(a) illustrates a typical fast-ion distribution in a

beam-heated DIII-D discharge as a function of energy and pitch. Neutral beams

inject deuterons with a particular angle with respect to the magnetic field at three

distinct energies. Coulomb scattering decelerates the injected fast ions and scatters

them in pitch, filling in the distribution. The Doppler shift of a FIDA proton

provides information on one component of the fast-ion velocity vector. A reasonably

straightforward interpretation of the signal is available for a vertical view. The

measured velocity component is approximately perpendicular to both the injected

beam and the magnetic field. Consider the Doppler shift that corresponds to a

vertical velocity of 2.4× 106 m/s in the direction of the detector. Figure 2.6(b) and

2.6(c) illustrate the gyromotion of two ions that could produce this Doppler shift.

The minimum perpendicular energy that could produce this Doppler shift is 60 keV

[ Fig. 2.6(b)]; in this case, the ion produces the desired Doppler shift if it neutralizes

just as it is travelling toward the detector (at the 0◦ gyroangle). The Doppler shift

can also be produced by a higher energy ion; Figure 2.6(c) shows the gyrophase of

an ion with a perpendicular energy of 80 keV that has the correct vertical velocity

component if it neutralizes at a gyroangle of 31◦. In addition to the velocity

components illustrated in Figs. 2.6(b) and 2.6(c), there is a third velocity

component: the component parallel to the magnetic field. This component does not

affect the perpendicular gyromotion, so as long as they have the correct
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perpendicular energy, particles with any value of parallel energy can also contribute

light at the selected Doppler shift (as seen by the detector). In terms of energy E

and pitch p, any ion that satisfies the equation

E = E⊥/(1− p2) (2.2)

can also contribute light at the selected Doppler shift. (Here E⊥ is the

perpendicular energy that corresponds to 60 keV in this example.) As illustrated in

Fig. 2.6(a), any ions on the 60 keV perpendicular energy curve and in the enclosed

hatched region can contribute to the selected wavelength as long as the charge

exchange event happens at the proper gyroangle. Thus, for vertical views, the FIDA

signal at a particular wavelength originates from an effective average over

perpendicular energy.

2.2 Comparison of fast-ion diagnostics with

repect to their resolution in velocity

space

The different fast-ion diagnostics weight the fast-ion distribution function differently

in velocity space (Fig. 2.7). Figure 2.7(a) shows the fast-ion distribution function

calculated by TRANSP, F (E, p), at the location of the R = 180 cm FIDA channel

for a typical discharge in this thesis. [The definition of F employed by TRANSP

includes the Jacobian so that
∫ ∫

F (E, p) dE dp yields the fast-ion density.] For

injection by the more-tangential Left beams, the distribution peaks near p ' 0.6 in
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Figure 2.7: Contour plots of the velocity-space weight functions (left column) for the
NPA, FIDA, pf , and neutron diagnostics for discharge #122060 before the ICH. The
bar graph in the upper right figure shows the linear color scale in normalized units.
The upper left graph also shows the fast-ion distribution function F (E, p) calculated
by TRANSP at the location of the 180 cm FIDA channel. The right column shows
contour plots of the product of the weight function with the TRANSP distribution
function for the four fast-ion diagnostics. The FIDA graphs use the calculated injected
neutral densities at 180 cm (full:half:third of 57%:26%:17%), include an approximate
treatment of the instrumental resolution (Gaussian spread with σ = 0.21 nm), and
assume Eλ = 50 keV. The neutron weight function is for beam-plasma reactions
only and employs the measured ion temperature (5.0 keV) and toroidal rotation
(2.1× 107 cm/s). The weight function is negligible in the white regions.
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the plasma center. It is convenient to describe the velocity-space weighting of the

various diagnostics by a weight function, W (E, p). The signal from the diagnostic is

then S =
∫ ∫

W (E, p)F (E, p) dE dp.

The velocity-space weight function W (E, p) for the FIDA diagnostic (Fig. 2.7(c))

depends on three factors: the minimum energy, the gyroangle weighting, and the

probability of a charge-exchange reaction. Through the photon Doppler shift, a

particular wavelength corresponds to a vertical energy Eλ. Once a value of Eλ is

specified, the minimum energy that can contribute this vertical energy consists of a

curve in velocity space [25]. For simplicity, we first consider a vertical view. This

curve is E = Eλ/(1− p2); this accounts for the approximately parabolic shape of the

W 6= 0 region in Fig. 2.7(c). Within this region, the probability of emitting a

photon with the specified wavelength is largest for ions near the minimum-energy

boundary (because they spend a greater fraction of their gyromotion heading in the

desired direction). This effect is symmetric in pitch and explains why the weight

function peaks at the minimum-energy curve. The final effect is associated with the

probability of a charge-exchange reaction. Reactions are more probable for fast ions

that have a component of velocity in the direction of the injected neutral beam; the

weight function is skewed toward positive values of pitch by this effect. Weight

functions for other values of Eλ are qualitatively similar (not shown). As Fig. 2.7(d)

shows, for a typical distribution function, the FIDA signal for Eλ = 50 keV is

actually dominated by ions born near the injection energy and angle (E ' 80 keV;

p ' 0.6).

Now, we generalize the expression to arbitrary viewing geometry. The unit vector

from the measurement volume to the collection lens is λ̂. Decompose this unit
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vector into components parallel and perpendicular to the magnetic field,

λ̂ = λ‖b̂‖ + λ⊥b̂⊥1, where b̂‖ is a unit vector parallel to ~B and b̂⊥1 is the unit vector

perpendicular to ~B that is in the same plane as the sightline and b̂‖. (The third unit

vector, b̂⊥2 is perpendicular to this plane.) The fast ion has a velocity ~v. Its velocity

component along λ̂ determines the Doppler shift ∆λ, (λ̂ · ~v)/c = ∆λ/λ0. (λ0 is the

unshifted wavelength and c is the speed of light.) The Doppler-shift velocity

component is λ̂ · ~v = λ‖v‖ + λ⊥v⊥1. Here, v⊥1 is the component of the perpendicular

velocity ~v⊥ that is along b̂⊥1; this component rapidly changes because of the particle

gyromotion. Straightforward algebra yields the minimum energy E of a fast ion that

can produce a Doppler shift that corresponds to an energy Eλ,

E =
Eλ

(λ‖p+ λ⊥
√

1− p2)2
, (2.3)

where p is the fast-ion pitch v‖/v. Note that for λ‖ = 0, λ⊥ = 1, this reduces to

Eq. (2) of Ref. [25]. In (E, p) space, all particles to the left of the curve described by

Eq. 2.3 have W = 0.

The minimum energy that can produce a given Doppler shift (Eq. 2.3) occurs

when the perpendicular component of the fast-ion velocity is either parallel or

anti-parallel to b̂⊥1. For other values of the gyroangle ϕ, higher energy is needed to

produce the observed Doppler shift. In terms of gyroangle, the fast-ion velocity

component along b̂⊥1 is v⊥ cosϕ. In the region of velocity space with sufficient

energy to contribute to Eλ, the gyroangle of the fast ions that contribute is

ϕ = cos−1{
±
√
Eλ/E − λ‖p
λ⊥
√

1− p2
}, (2.4)
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where the +(−) sign is for a blue(red)-shifted photon. Since the gyromotion is

uniform, all values of gyroangle are equally likely. However, since the velocity

component along b̂⊥1 is proportional to cosϕ, the relative contribution to the

spectrum is greatest for ions with ϕ near zero or π, where the velocity component

changes slowly. (“Wings” at maximal Doppler shifts is a familiar spectral feature

produced by gyrating, monoenergetic particles; see, e.g., Ref. [50].) To derive the

weight function associated with gyromotion, note that

∫ λ

λmin
Wϕ(λ) dλ ∝

∫ ϕ

0
g(ϕ) dϕ. (2.5)

Here g(ϕ) is the probability of finding the fast ion at a particular gyroangle, which

is g(ϕ) = 1/(2π) for uniform gyromotion. Differentiate Eq. 2.5 and use Eq. 2.4 to

obtain the gyroangle weight function,

Wϕ ∝ (
√
E
√

1− p2 sinϕ)−1. (2.6)

Although Eq. 2.6 is a useful analytical description of Wϕ, it is inconvenient for

numerical work because it is singular at ϕ = 0. For numerical work, it is more

convenient to calculate the fraction of particles that contribute to a particular

energy bin of width δEλ. The weight function Wϕ is proportional to the range of

gyroangles that can contribute to this energy bin, Wϕ ∝ |ϕmax − ϕmin|. The range of

gyroangles is readily calculated using Eq. 2.4.

The final factor that contributes to the FIDA weight function is the probability

of a charge-exchange reaction that converts a fast ion into a neutral in the n = 3

energy level, Wcx. This factor depends upon the relative velocity between the
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particular fast ion under consideration and all of the neutral populations associated

with the diagnostic beam (full, half, and third energy components and the

halo-neutral population). In addition, a full treatment must consider the

energy-occupation levels of the various neutral populations and the cross section

from each energy level to the n = 3 level. For a given point in (E, p) space, the

gyroangles that can contribute to a specified Eλ are given by Eq. 2.4, so the relative

velocity is readily determined for use in evaluation of the reactivities σv. For

simplicity, halo neutrals and reactions from excited energy levels are neglected in

the calculation of Wcx shown in Fig. 2.7. The total FIDA weight function is the

product of Wϕ and Wcx.

Figure 2.7 also shows the weight functions for the other diagnostics employed in

this thesis. The neutral-particle analyzer has excellent energy resolution (∼ 3%) and

is narrowly collimated (∼ 1◦), so the NPA essentially measures a point in velocity

space (Fig. 2.7(a)). For the NPA, W is nearly a delta function at E = 50 keV and

p = 0. As a result, the signal (Fig. 2.7(b)) comes from the same portion of velocity

space as the peak in the weight function.

The weight function for the fast-ion pressure measurement is

Wpres ∝ E(p2 +
√

1− p2/2). (2.7)

The weight function W extends throughout velocity space (Fig. 2.7(e)). Each ion

contributes E‖+ 1
2
E⊥ to the MHD pressure, so the weight function is larger for large

|p| than for small |p|. Convolution with a typical distribution function shows that

the pressure measurement samples much of the distribution function, with the

greatest contribution from full-energy beam ions (Fig. 2.7(f)).
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In most of the plasmas in this thesis, the neutron rate is dominated by

beam-plasma reactions. (For example, for the ICH-heated discharges in Chapter 6,

TRANSP computes that ∼ 80% of the reactions are from beam-plasma, while most

of the remainder are from beam-beam reactions.) The weight function for

beam-plasma neutron measurements depends on the relative velocity of the fast ions

with the thermal deuterons. We assume that the distribution for the thermal

deuterium is described by a drifting Maxwellian with temperature Ti and drift

velocity vrot in the b̂‖ direction. Wneutron is found by integrating the d-d reactivity

σv over the thermal distribution function with (E, p) specified. Figure 2.7(g) shows

the weight function for beam-plasma reactions. The weight increases rapidly with

energy because the d-d fusion cross section increases rapidly with energy. The

asymmetry in pitch is associated with plasma rotation: for a given fast-ion energy,

the reaction probability is higher for a counter-going ion because the relative

velocity between the fast ion and the thermal ions is larger. Because of the strong

energy weighting, the neutron signal arises primarily from fast ions near the

injection energy (Fig. 2.7(h)).

Comparison of the figures (right-hand column in Fig. 2.7) shows that, despite the

substantial differences between the FIDA, pressure, and neutron measurements, the

signals actually arise from the same region in velocity space. The NPA diagnostic is

unique in sampling a region of the distribution far from the bulk. Of course, there is

also an important distinction between diagnostics in configuration space: the NPA,

FIDA, and pressure diagnostics are local measurements, while the neutron

diagnostic is volume-averaged.
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2.3 Hardware description

Figure 2.8 shows a schematic view of the FIDA system. The Dα light of reneutrals

is emitted from the region of plasma traversed by the neutral beam. A lens (f/4.4)

located at a port under the midplane collects and focuses light onto several optical

fibers with a 1500 µm core diameter, each of which defines a viewing chord through

the plasma. The observation volume of each chord can be approximated by a

cylinder across the beam. The light travels along the optical fibers to a

Czerny-Turner spectrometer (f/4, 1800 grooves/mm grating, and 300 mm focal

length) with a fiber holder mounted around the entrance slit. The FIDA diagnostic

is designed to accomodate two channels simultaneously with the ability to switch

fibers between discharges. Fibers can be switched quickly at the fiber holder if

necessary. At the exit plane of the spectrometer, the light is dispersed into a two

dimensional pattern: vertically, the light is separated into two chords; horizontally,

the light from each fiber is dispersed in wavelength (as indicated by the shading in

the focal plane shown in Fig. 2.8). A vertical bar sitting on two horizontal

translation stages on the exit focal plane blocks the portion of the spectrum with

bright interfering signals that would otherwise saturate the detector. The blocking

bar has a rectangular cross section 1 mm wide and 2 mm long. The bottom of the

bar is threaded so that the bar can be rotated and has an adjustable blocking range

between 1 and
√

5 mm. We typically block a 2 nm portion of the Dα range. Note

that light diffraction by the blocking bar is negligible and even if it was substantial,

it would not degrade the spectral resolution since the bar sits in the focal plane.

The image on the exit focal plane is reduced by two camera lenses (85 and 50 mm

focal lengths) coupled together by a macrocoupler and a step ring. A charge-coupled
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Figure 2.8: FIDA system schematic as viewed from above. The shaded rectangle
represents the dispersion of wavelength.
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device (CCD) camera (2.2 MHz, 14 bits) with its CCD chip (8× 6 mm2) on the

focal plane of the second lens detects the light with 1 ms integration time. The

CCD camera is surrounded by a radiation shielding box (discussed later). Electrical

signals from the CCD chip are amplified, digitized, and transfered to a dedicated

Windows personal computer (PC). The data are then transfered to a master Linux

PC through Ethernet cable. Finally, they are archived to the DIII-D data server.

The FIDA diagnostic is designed with maxium light gathering power at the Dα

wavelength, subject to the constraint of matching the optics on the tokamak. With

an f/4.4 collection lens, fixed CCD chip width, and constant spectral resolution, the

detected signal is independent of the f/number of the spectrometer if light loss from

lens surfaces is ignored. However, if the f/number of the spectrometer does not

match the f/number of the collection lens, two lenses are needed in front of the

entrance slit to convert the f/number, which increases the complexity of the system

and leads to loss of some portion of light. Thus a spectrometer of f/4 is optimal for

the FIDA diagnostic. Another important specification of the spectrometer is the

groove density of the grating in the spectrometer. Assuming constant spectral

resolution, the higher the groove density, the wider the entrance slit can be, which

translates into more signal detected. The groove density is subject to two

constraints. The first one is dispersion. If dispersion is too high, we have trouble

demagnifying the image to fit onto the CCD chip. Since the lowest f/number of

readily available commercial lenses is f/1, the largest demagnification ratio we could

achieve is 1/4 with f/4 and f/1 lenses. The second constraint is the optimum range

of operation for the grating. Generally high groove density gratings are optimized

fro short wavelength. Based on the above considerations, SpectraPro 300i from the
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Acton Research Corporation (f/4, 1800 grooves/mm grating, and 300 mm focal

length) was chosen.

The bright interfering signals around the rest Dα wavelength require an

extremely high dynamic range for the detector, which usually comes at a very high

cost. There are three possible solutions. A notch filter would be ideal and easy to

integrate into the system (it could be put between the two camera lenses). The

problem with this solution is that the width of the required filter is too narrow

(2 nm). Such notch filters are not commercially available yet. Oversampling very

rapidly could be a solution, but it would require unrealistic CCD speed. Moreover

the camera readout noise would be huge if the camera ran so fast. A practical

expedient is to use a blocking bar on the exit focal plane of the spectrometer. The

bar is positioned to block the interfering light.

The image on the exit focal plane of the spectrometer is about 11 mm wide,

which exceeds the width of the CCD chip (8 mm). Therefore an image reducer with

a demagnification ratio of 8/11 or smaller is required between the spectrometer and

the CCD camera. Although simple lenses do not have a flat focal plane, camera

lenses are compound, multi-element lenses specifically designed to create a flat

image on a piece of film or a flat CCD chip. Another advantage of camera lenses is

that they are relatively inexpensive because of the mass consumer market.

Theoretically either one single lens or a pair of lenses can serve as an image reducer,

however two coupled lenses can substantially improve the quality of image. The two

camera lenses are subject to three constraints. First, the ratio of the focal lengths of

the lenses should be 8/11 or a little less to ensure that the fullDα spectrum can be

detected by the camera. Second, the first lens should be capable of collecting all the
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Dα light coming out of the spectrometer. This means the lens should have an

f/number equal to or lower than the f/number of the spectrometer (f/4). Third, the

aperture of the second lens should be large enough to collect all of the light that

comes out of the first lens. Nikkor 85 mm f/1.8 AF and Nikkor 50 mm f/1.4 AF

meet the above requirements and are chosen for the image reducer.

The fast ion profile can change on ∼ 1 ms timescale. Consequently the FIDA

diagnostic is designed to have a minimum integration time of 1 ms. Another benefit

of such a high temporal resolution is that data contaminated by ELMs (edge

localized modes) can be identified and removed (as is discussed in § 3.1).

Unfortunately it is hard to find a shutter capable of operating this fast. In order to

take multiple spectra on a single CCD camera without a shutter, there have to be

multiple readout nodes to read out the spectra separately to avoid cross talk. The

CCD camera chosen is the V elociCamTM VC105A from PixelV isionTM which has

four readout nodes. It can take two spectra with one on the upper half of the CCD

chip and one on the lower half of the CCD chip. If each spectrum can be reduced to

half of the CCD width, the camera can take four spectra simultaneously. The FIDA

diagnostic is designed to take two spectra to get more signal and facilitate the

design of the blocking component. Since the vertical direction of each spectrum on

the CCD chip contains no useful information, pixels on the vertical direction are

binned together to improve the readout speed. In addition, since only a coarse

spectral resolution is necessary, the serial direction bins by two. When operating

under the above binning, a minimum integration of 0.33 ms is achieved, which

exceeds the 1 ms requirement.

The CCD camera is very sensitive to neutron/γ radiation, especially γ rays.
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Neutrons are produced by fusion reactions in the DIII-D plasma and the subsequent

production of γ rays occurs by neutron capture in the surrounding structure. The

FIDA camera is located outside the DIII-D neutron shield wall. To introduce

further neutron/γ shielding, a shielding box [51] is put around the CCD camera.

The shield has shielding material on five sides, with the spectrometer being on the

sixth, open side which faces away from the tokamak. For each side, 15 cm of borated

polyethylene and 5 cm of lead are used to absorb neutrons and g rays respectively.

This provides about a factor of 40 reduction in the n/γ hits on the detector.

Three timing triggers are required for the FIDA diagnostic. The CCD camera

trigger commands the camera to read out data. The camera is triggered every 1 ms

during each shot to have a 1 ms integration time and every 10 ms between shots to

keep the temperature of the camera stable. The camera is connected to the slave

Windows PC. The slave PC is triggered a short time before each shot to start

transferring data from the camera to the PC. The master Linux PC which remotely

controls the camera also needs a trigger before each shot to get ready for

transferring data from the slave PC to the master PC. The PCI-6601 timing card

from National Instruments is inserted into the slave PC and configured to generate

various trigger pulses. The PCI-6601 timer/counter has four counters. A timing

pulse from the timing receiver, synchronized with DIII-D operations, provides input

to the counters. The first counter is configured to generate retriggerable single

pulses, which are input for the second counter. The second counter, which performs

frequency shift keying, produces pulses every 1 ms during a shot and every 10 ms

between shots. The output of the second counter serves as the camera trigger. The

third counter, which is configured to generate retriggerable single pulses, provides
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the timing trigger for the slave PC. The timing trigger for the master PC can be

generated similarly by the fourth counter. In reality, a timing pulse from the timing

receiver is used to trigger the master PC directly.

The PCI timing card has significant advantages over CAMAC systems. The cost

is greatly reduced and it requires little space. However, it introduces a timing jitter

to the system as shown in Fig. 2.9(a) and (b). The signal in Fig. 2.9(a) indicates the

status of operation with 1 being during a discharge and 0 being between discharges.

Figure 2.9(b) shows the camera triggering signal, which is supposed to be every 10

ms between discharges and every 1 ms during a discharge. However, in reality, at

the onset of transition of frequency, the counter does not start the 1 ms pulses

immediately, instead, it finishes the current 10 ms pulse first. As a result, there is a

timing jitter between -10 ms and 0 ms, which is unacceptable for the FIDA

diagnostic. A smart way to decrease the timing jitter without replacing the timing

system is to make the onset of transition of frequency earlier, for instance, at

-70 ms, assuming beam is on at 0 ms. At -60 ms and beyond, the pulses are certain

to be every 1 ms. Now a timing signal at a time, for example, -50.5 ms is sent to the

slave PC to start transfering data from the camera to the PC. The first 50 time

slices are discarded and the 51st time slice is considered to be at 0 ms in diagnostic

time. In tokamak time, it can be anywhere between -0.5 ms and 0.5 ms. In another

words, the timing jitter is between -0.5 ms and 0.5 ms, a great improvement over

the -10 ms to 0 ms. Figure 2.9(c) and (d) illustrate two extreme cases with a timing

jitter of -0.5 ms and 0.5 ms respectively.

In addition to the dedicated FIDA diagnostic discribed above, the CER Reticon

system is sometimes shifted from its usual wavelength to the Dα transition to
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Figure 2.9: (a) the gate signal for generating pulses with different frequencies. High
generates a pulse every 1 ms and low generates a pulse every 10 ms. (b) the pulses
generated by the counter in reality. (c)an extreme case with a timing jitter of -0.5 ms.
(d)the other extreme case with a timing jitter of 0.5 ms.
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measure the FIDA signal. The Reticon system has two disadvantages: it measures

only one third of the entire FIDA spectrum, usually the blue side which has fewer

impurity contamimants (§3.1) and the quantum efficiency of the detector is merely

∼ 15%, in another words, the signal to noise ratio (SNR) is fairly poor. A common

technique to improve the SNR of the Reticon measurements is to average over a

large time window during steady plasma conditions. Despite the disadvantages, the

Reticon system which consists of dozens of chords is very valuable for measuring the

FIDA spatial profile. Figure 2.10 shows the fiber views for the data presented in this

thesis. For all of the vertical views, the collection lens is located at a port under the

midplane. Although the chords are designed to view the left beam, some of them do

see a small portion of the right beam, especially the outer chords.
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Figure 2.10: FIDA fiber views shown on the midplane. The fiber views for the
dedicated system are shown in green, and those for the Reticon system in red. The
beams in the figure are left beams.
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Chapter 3

Data analysis

3.1 Extraction of the fast-ion signal from the

raw spectrum

Figure 3.1(a) shows typical raw data. There are various contaminants in the

spectrum. Impurity lines appear as bumps in the spectrum. Halo emission extends

beyond the blocked wavelengths on both sides. Visible bremsstrahlung and

scattered light are distributed over the entire spectrum and are most evident beyond

the injection energy, where no fast-ion signal is expected in the absence of ion

cyclotron heating. Finally, for some time slices, there are huge spikes caused by

neutron or γ hits.

Although the CCD camera is placed inside the shielding box, neutrons and γ

rays can penetrate to the CCD chip occasionally, especially when the discharge has

a neutron rate in excess of 1015 n/s. Neutron/γ hits affect one pixel (or two pixels

when the hit occurs on the boundary of pixels). They usually appear as huge spikes

(at least hundreds of counts) that are readily identified and replaced by the average

of the adjoining pixels. Small spikes caused by neutron/γ hits on the sharply rising

or falling slope of halo emission are more challenging to detect; a special conditional

statement in the analysis code identifies these hits.

As discussed in §2.3, a timing jitter exists for the FIDA diagnostic. Because we

routinely perform beam-on and beam-off background subtraction, those time slices
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Figure 3.1: (a) Contaminants in the spectrum. A log plot is shown in order to make
impurity lines, visible bremstrahlung and scattered light clearer. The central part of
the spectrum is blocked by the blocking bar to avoid saturation. (b) Impurity lines
in the spectrum.
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with partial beam-on and beam-off periods (timing jitter contaminated time slices)

must be removed first. For each beam-on or beam-off period, there is exactly one

timing jitter contaminated time slice. If the timing jitter is negative, in other words,

the diagnostic time is behind the tokamak time, each last beam-off time slice and

each last beam-on time slice are removed. If the timing jitter is positive, each first

beam-off time slice and each first beam-on time slice are removed. To quantitatively

calculate the timing jitter, four time slices around the onset of the beam (two before

and two after) are chosen. Because beam-on signals usually elevates considerably

over beam-off signals. The signal increasing pattern and degree can reasonably

estimate the timing jitter.

Figure 3.1(b) shows a detailed look at the impurity lines. There are six main

impurity lines in the spectrum. The BV and CVI line are lines excited by charge

exchange; they appear only when the FIDA beam is on. The OV line, the two CII

lines and the OIV line are non charge exchange lines. They appear whether the

beam is on or not, and therefore, they can be removed by beam modulation and

timeslice subtraction.

Impurity lines are removed by fitting a theoretical response function to the data

using the method of nonlinear least squares. Assuming a Maxwellian distribution

function of the impurity, the impurity line is a Gaussian due to Doppler broadening

(Both the Stark effect and the Zeeman effect are neglibible for the impurities). The

theoretical response function is the convolution of the Gaussian line shape radiated

by the impurity with the instrumental response. In general, convolution needs to be

done numerically, however the convolution of two Gaussians is another Gaussian.

This is the motivation for us to represent the instrumental response by the sum of a
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few Gaussians. The instrumental response data are taken by illuminating the fibers

with a neon lamp. Because the neon is cold, Doppler broadening of such lines is

negligible, thus the broadening observed in such a measurement is only due to

instrumental effects. The asymmetry of the instrumental broadening (Fig. 3.2) is

because of the nonideal instrument. We have determined empirically that the

instrumental response function can be adequately represented by the sum of three

Gaussians (Fig. 3.2),

Ii =
3∑
j=1

aj

σj
√

2π
e
−

(i−µj)2

2σ2
j . (3.1)

Here, i denotes the pixel number, j denotes different Gaussians, aj is the amplitude,

σj is the standard deviation, and µj is the center location. Assuming the Gaussian

line radiated by the impurity due to Doppler broadening is

Ii =
a

σ
√

2π
e−

(i−µ)2

2σ2 , (3.2)

the theoretical response function for the impurity line is

Ii(a, σ, µ) =
3∑
j=1

aja√
σ2
j + σ2

√
2π
e
−

(i−µj−µ)2

2(σ2
j

+σ2) . (3.3)

The empirical approximation of a straight line suffices for the fast-ion contribution

in the short spectral range that the impurity line spans,

Ii = c1 + c2i. (3.4)

The complete theoretical response function including impurity contribution and
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Figure 3.2: Spectrum from a calibration lamp showing the fitting of the instrumental
response[Eq. 3.1].
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fast-ion contribution is

Ii(a, σ, µ, c1, c2) =
3∑
j=1

aja√
σ2
j + σ2

√
2π
e
−

(i−µj−µ)2

2(σ2
j

+σ2) + c1 + c2i. (3.5)

This theoretical function with five free parameters is fitted to the experimental data

by MPFIT[52], which uses the Levenberg-Marquardt technique[53, 54] and has the

capability of imposing boundary constraints on parameter values. After the fitting

is completed, the impurity line contribution [which is the three Gaussians in Eq. 3.5]

is subtracted from the raw data (Fig. 3.3).

Theoretically, the halo signal can be removed using the same fitting technique

since the halo signal can be modeled the same way as impurity lines; however, it is

much harder to fit the halo signal. One difficulty is that the halo signal spans a

much broader range than impurity lines and the central part is blocked. Another

difficulty is that the fast ion contribution is substantial over the same range. Thus,

building an accurate fast ion model is crucial. Unfortunately, no universal fast ion

model exists since the line shape depends on plasma conditions. We employ an ad

hoc three parameter polynomial as the fast ion model and get reasonable fits

(Fig. 3.4). An empirical way to check the fitting quality is to compare the derived

ion temperature converted from the standard deviation of the halo line with the

CER measurement. For the discharge in Fig. 3.4, the derived ion temperature at the

chord location is 6 keV, in very rough agreement with the CER measurement of

carbon impurities of 4 keV. A rough estimate shows that the halo signal can only

reach as far as 20 keV in the spectrum in a plasma with a temperature of 4 keV.

This means that the fitting is not even necessary with moderate ion temperature

plasmas since the low energy fast ions are not of particular interest. However, in
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Figure 3.3: Fitting of the BV line. The fast-ion signal is near zero because this
impurity line is in the wavelength range which corresponds to energies above the
injection energy.
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Figure 3.4: Fitting of halo signal. The result is shown as two components (halo
contribution and fast-ion contribution). The line shows the wavelength corresponding
to 20 keV energy. Beyond this line on the left side are higher energies. Plasma
temperature at the chord location for this shot is 4 keV.
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extremely high temperature plasmas, the halo signal can contaminate a larger range

and halo fitting becomes important. Therefore, finding a good fast ion model would

be beneficial.

Beam-on and beam-off subtraction is an important technique to remove

contaminants in plasmas that evolve slowly relative to the time between beam

pulses. Visible bremsstrahlung, some scattered light, and non charge exchange

impurity lines are readily eliminated. As shown in Fig. 3.5, the four non charge

exchange impurity lines completely disappear. Visible bremsstrahlung and scattered

light are also well subtracted, as can be seen from the wings of the spectrum above

the injection energy. This subtraction is usually done over a selected time window.

To study fast ions in quiescent plasma, large windows (a few hundred milliseconds)

are selected to improve the signal to noise ratio.

Background subtraction by beam modulation works well in many cases but,

when there are rapid changes in background, it becomes problematic and special

care is required. A common rapid background change for the FIDA diagnostic is

caused by ELMs which occur in the high-confinement mode. Since the FIDA

sightlines cross the plasma edge, it is not surprising that large ELMs can elevate the

FIDA signal significantly through light that scatters off the blocking bar. One ELM

can affect up to three time slices depending on the duration of the ELM. As a

result, the affected time slices must be eliminated. ELMs are monitored by an

independent edge Dα diagnostic at DIII-D . An edge Dα signal is integrated over

every 1 ms, which is the FIDA integration time. Because of the timing jitter of the

diagnostic, the edge Dα signal should be averaged in the diagnostic time instead of

the tokamak time. Empirical absolute and relative thresholds are set to eliminate

51



650 655 660
0

200

400

600

800

1000

WAVELENGTH (nm)

C
O

U
N

TS

shot 122505

beam-on signal
beam-off signal
net signal

Figure 3.5: Background subtraction by means of beam modulation. The beam is
modulated with 10 ms on and 10 ms off. The beam-on and beam-off signals in this
figure are averaged over a 300 ms time window.
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data contaminated by ELMs. This technique works well in steady-state H-mode

plasmas with occasional ELMs.

After the background subtraction, there are two impurity lines remaining (BV

and OVI). They are fit and removed from the spectrum, as described above. For

plasmas with steady conditions, the combination of beam modulation, fitting of

charge-exchange lines, and removal of time slices that are contaminated by

occasional bursts of edge Dα light successfully extracts the fast-ion signal from the

measured spectra.

On the other hand, the beam modulation technique is inadequate for transient

plasmas. An important application of the FIDA diagnostic is to measure the effect

of transient instabilities on the fast-ion distribution. These instabilities often expel

particles or heat to the plasma edge, causing changes in background that can

obscure the fast-ion contribution to the spectrum. Analysis of these plasmas

requires removal of backgrounds from individual time slices. The first step of the

analysis is to fit and remove the impurity lines, as described above. Next, we

assume that visible bremsstrahlung and scattered cold Dα light are the dominant

contributions to the remaining background, so

B = aV V + aDD, (3.6)

where B is the background, V is the magnitude of the visible bremsstrahlung, D is

the magnitude of the cold Dα light, and aV and aD are coefficients that may be

functions of wavelength. (Spectra acquired without plasma show that electronic

offsets are negligible.) To find aV and aD, a large database of background spectra

(acquired when the FIDA beam is off) is assembled. Independent measurements of
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the level of the visible bremsstrahlung V and the cold Dα light D at the times of

these spectra are obtained from other DIII-D diagnostics. (Ideally, these quantities

would be available along the same sightline as the FIDA chords.) A multiple

regression on these background signals yields aV and aD for each pixel. The results

of this analysis are shown in Fig. 3.6(b). As expected, the fit coefficient aV of the

visible bremsstrahlung is nearly independent of pixel number, as the dependence of

bremsstrahlung on wavelength is weak over this relatively small range of

wavelengths. In contrast, the fit coefficient aD for the cold Dα light is largest near

the unshifted Dα line, indicating that scattered light is most important near the

central line. Figure 3.6(b) also shows the reduced chi-squared χ2
r of the fit as a

function of pixel number. For all wavelengths, χ2
r is much larger than unity,

indicating that the simple model of Eq. 3.6 is unable to account for all of the

observed variation in background. Investigation of different discharges shows that,

on a particular discharge, the optimal fit coefficients aV and aD deviate

systematically from the average fits. The likely explanation for this is that the

available reference bremsstrahlung and Dα signals V and D have a different view of

the edge plasma than the FIDA sightlines, so changes in the proportionality

coefficients with plasma shape degrade the quality of the fits. Two other features of

the χ2
r graph are noteworthy. First, the model does a poor job of fitting the

background spectra near the blocking bar but this wavelength region is unimportant

for fast-ion physics. Second, the value of χ2
r often jumps upward in the vicinity of

impurity lines, suggesting slight imperfections in the impurity fitting. Overall,

however, the fits are smooth and reasonable for the wavelengths of interest. For a

typical low-density discharge (ne = 2× 1013 cm−3), approximately 65% of the
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Figure 3.6: (a) A typical background spectrum before and after removal of the im-
purity lines. The data are from the discharge shown in Fig. 3.7 between 3141 ms
and 3149 ms. (b) Fit coefficient aV and aD vs pixel number obtained from multiple
regression on a database of over 4000 background spectra. Also shown is the reduced
chi square of the fit. The dotted vertical lines indicate wavelengths that correspond
to vertical energies of 30 and 80 keV.
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background in the wavelengths of interest is contributed by scattered cold Dα light,

with the remaining 35% attributable to visible bremsstrahlung. At higher densities,

the visible bremsstrahlung becomes the dominant component of the background,

since bremsstrahlung is proportional to n2
e.

In an actual discharge with transient changes in background, the background for

each pixel is taken as

B(λ, t) = c[aV (λ)V (t) + aD(λ)D(t)]. (3.7)

The scale factor c, which is generally close to unity, is obtained from backgrounds

near the time of interest in the particular discharge under investigation and

partially corrects for the systematic variations in background associated with

changes in plasma shape.

Figure 3.7 shows an example of dynamic background subtraction in the presence

of a sawtooth crash. A rapid sawtooth crash occurs in less than 1 ms and

redistributes fast ions [14] from the core of the plasma to outside the q = 1 surface;

after the crash, the fast-ion density recovers on a relatively slow time scale

(>∼10 ms). In Fig. 3.7(a), the quick drop of the soft x-ray signal at 3157 ms indicates

of sawtooth crash. The sawtooth causes a heat pulse to propagate from the plasma

interior to the plasma edge, which causes a subsequent change in edge Dα and

impurity light. Figure 3.7 (c) shows the spectra aquired by the central FIDA

channel across this event. Comparison of the spectrum acquired just before the

sawtooth crash (3156 ms) with the spectrum acquired just after the crash (3157 ms)

shows a clear reduction in signal for wavelengths that correspond to Eλ of

30-80 keV. However, the subsequent spectra (3158 ms and 3159 ms) show that the
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impurity lines (and presumably the contribution from scattered Dα light) rise

steadily as the heat pulse reaches the plasma edge.

The impact of various background-subtraction techniques is illustrated in

Fig. 3.7(d) for the time slice at 3159 ms. If one uses the beam-modulation technique

to correct the background, residual impurity lines appear in the spectrum; also, for

wavelengths that correspond to Eλ greater than the injection energy, the signal is

larger than zero, indicating contamination by scattered cold Dα light. In contrast,

the procedure for correction of dynamic changes in background gives reasonable

results. The impurity lines are successfully removed by fitting. Application of

Eq. 3.7 makes the background above the injection energy close to zero and lowers

the inferred fast-ion contribution to the signal but has a little effect on the portion

of the spectrum dominated by thermal ions. The temporal evolution obtained by

this background subtraction technique is also reasonable (Fig. 3.7(b)). If the

average background obtained from beam modulation is employed, the inferred FIDA

signal drops at the sawtooth crash but then instantly bounces back. This result is

unphysical: previous measurements with, for example, neutron tomography [55]

show that the fast-ion population recovers on the much slower time scale associated

with beam fuelling. In contrast, with the dynamic background subtraction model,

the signal from both channels drops and stays suppressed. The central FIDA

channel drops by a factor of 2, while the FIDA channel that is just inside of the

q = 1 surface drops ∼ 20%, which is consistent with the expected redistribution of

fast ions. Prior to the sawtooth crash, when the signals are expected to be

approximately constant in time, the variations are smaller with the

beam-modulation technique but, overall, dynamic background subtraction is clearly
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superior.

In principle, the above data analysis procedure applies to the Reticon data too.

In practice, the procedure can be simplified for the Reticon data. The Reticon

system is very insensitive to neutron/γ hits and there are virtually no spikes caused

by neutron/γ hits in the spectrum. Therefore, this step can be left out for the

Retican data. Usually, the Reticon spectrometer is tuned to measure the middle

part of the blue shift side, where there are no impurity lines from charge exchange

and halo contribution is negligible. As a result, fittings of the impurity lines and

halo emissions are not necessary for the Reticon data.

3.2 Signal level and signal-to-noise ratio

The spatial calibration and intensity calibration are done when the tokamak is

vented to atmosphere. A spatial calibration is performed to determine the spatial

location of FIDA measurements for each chord. First an alignment target is

suspended inside the tokamak along the centerline of the viewed neutral beam. Then

a neon lamp is placed on the fiber end away from the tokamak to shine backwards

through the fiber and collection lens system. The spot where the light illuminates

the alignment target is marked and measured. Next, an intensity calibration is

completed to convert digitizer counts to number of photons. An integrating sphere

source which illuminates over a broad wavelength range with a calibrated spectral

radiance is placed on the spot from the spatial calibration and a spectrum is taken

by the FIDA instrument with the same settings as for actual discharges.

The number of photons detected by the collection lens in each wavelength bin
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(pixel) for each chord during the intensity calibration is

P ≈ LλA cos θΩ∆λ∆T (3.8)

Where Lλ is the spectral radiance of the integrating sphere source in

photons.cm−2.sr−1.nm−1.s−1, A is the source area viewed by the chord on the

alignment target in cm2, θ is the angle between the alignment target surface normal

and the viewing direction, Ω is the solid angle subtended by the collection lens, ∆λ

is the wavelength bin for the pixel in nm, and ∆T is the integration time in s. P is

a function of wavelength or pixel since Lλ is a function of wavelength. The number

of digitizer counts induced by the integrating sphere is the count difference between

the intensity calibration shot and a dark shot. The conversion factor in photons per

count is calculated by dividing the number of digitizer counts from the number of

photons for each pixel. For the innermost vertical chord from the dedicated FIDA

diagnostic, the conversion factor is approximately 180 for all the pixels.

The absolute signal level in terms of the number of photons can be determined

by multiplying the number of digitizer counts by the conversion factor pixel by pixel

and summing. It can also be estimated based on the fast-ion density, neutral

density, atomic data, and geometric parameters. In order to compare the estimated

signal level with experimental data, a discharge with a quiet plasma is selected. The

fast-ion signal in digitizer counts is extracted from the raw data first as discussed in

§ 3.1. The measured signal level in photons is obtained by multiplying the fast-ion

signal and the conversion factor. Since the middle portion of the spectrum is

blocked, we only calculate the signal level beyond 20 keV. The result is

2.6× 106 photons. This is the number of Dα photons from neutralized fast ions
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entering into the collection lens in 1 ms.

The signal in number of photons can be estimated independently by the following

formula:

s ≈ f>20nfnn 〈σvrel〉V t(
ν3−2∑
ν3−n

)(
Ω

4π
), (3.9)

where nf is the fast-ion density and nn is the neutral density. The factor f>20 is the

fraction of the fast-ion population with vertical energy greater than 20 keV. It

depends on the fast-ion distribution function. The reactivity 〈σvrel〉 is the averaged

rate coefficient for generating reneutrals in the n = 3 state, V is the observation

volume, t is the integration time, ν3−2 is the radiative transition rate from n = 3 to

n = 2, ν3−n is the reaction rate from n = 3 to various states including both radiative

transition and collisional transition, and Ω is the solid angle subtended by the

collection lens. For the quiet discharge we have calculated the measured signal in

photons for f>20 ≈ 11%, nf ≈ 4.8× 1012 cm−3, nn ≈ 1.4× 109 cm−3, and

〈σvrel〉 ν3−2/
∑
ν3−n ≈ 1.0× 10−9 cm3s−1[56], so the estimated signal level is around

1.4× 106 photons, which is reasonably close to the FIDA measurement. A more

rigorious calculation of the signal level from the FIDA simulation code (Chapter 4)

that includes all relevant atomic physics effect[23] gives 2.4× 106 photons, agreeing

very well with the FIDA measurement.

Both random errors and systematic errors appear in the FIDA measurements.

Random errors include photo-electron noise, readout noise and dark noise. Photo

noise refers to the inherent natural variation of the incident photon flux on each

CCD pixel; it equals the square root of the number of collected electrons. The

number of collected electrons is the product of the signal in digitizer counts and the

gain, which is 2.93 electrons per count when the camera operates at high gain.
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Readout noise refers to the uncertainty introduced during the process of quantifying

the electronic signal on the CCD. It is about 15 electrons at a 0.5 MHz digitizing

rate. Dark noise arises from the statistical variation of thermally generated

electrons within the silicon layers comprising the CCD. It is reduced dramatically

when operating at low temperatures and is proportional to the integration time.

Since the PixelVision CCD camera is thermoelectrically cooled and the integration

time is 1 ms, dark noise is negligible in the FIDA measurements. The signal to noise

ratio (SNR) is given by,

SNR =
gNc√

gNc +N2
r

, (3.10)

where g is the gain, Nc is the digitizer counts, and Nr is the readout noise. The

SNR is a function of wavelength. For the pixels on the two wings of the spectrum,

Nc is on the order of 100 and photo-electron noise is comparable to readout noise.

For the central pixels, Nc is on the order of 1000 and photo-electron noise becomes

dominant. The above calculation is for raw data. For steady plasmas, the fast-ion

signal is extracted by averaging beam-on and beam-off signals in a chosen time

window and doing background subtraction. Assuming Non is the average number of

beam-on signals in counts, Noff is the average number of beam-off signals in counts,

and Nt is the number of time slices averaged for beam-on and beam-off, the fast-ion

signal in electrons is

Sfi = g(Non −Noff ). (3.11)

The standard deviation of averaged beam-on signals in electrons is

σ(on) =

√
gNon +N2

r√
Nt

. (3.12)
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The standard deviation of averaged beam-off signals in electrons is

σ(off) =

√
gNoff +N2

r√
Nt

. (3.13)

Adding the above two contributions in quadrature, we obtain the standard

deviation of the net signal (fast-ion signal), which is

σ(fi) =

√
g(Non +Noff ) + 2N2

r

Nt

. (3.14)

The signal to noise ratio is

SNR =
√
Nt

g(Non −Noff )√
g(Non +Noff ) + 2N2

r

. (3.15)

Not surprisingly, the signal to noise ratio is better for the central pixels since the

difference between the beam-on and beam-off counts is much larger. To improve the

signal to noise ratio for a certain pixel, we can average our signal over a larger time

window. However, the above formula assumes that there are only random errors.

This holds true approximately in quiescent plasmas. In plasmas with instabilities,

dynamic changes in background introduce systematic errors that invalidate large

time windows. Systematic errors strongly depend on plasma conditions and should

be addressed case by case.

An example of random errors in a quiescent plasma is shown in Fig. 3.8.

The dominant errors in the FIDA measurements are the uncertainties associated

with background subtraction. When the FIDA “density” is shown, the uncertainty

in calculation of the injected neutral density contributes additional uncertainty. The
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error associated with background subtraction is readily calculated. The FIDA signal

S = T −B, where T is the total signal and B is the background. An ensemble of

NT measurements of T are obtained when the diagnostic beam is on; these data

have mean 〈T 〉 and standard deviation σT . Similarly an ensemble of NB

measurements of B are obtained when the beam is off that have mean 〈B〉 and

standard deviation σB. The FIDA signal is 〈T 〉 − 〈B〉 and the one-sigma error is

σ =
√
σ2
T + σ2

B. For the FIDA “density,” this uncertainty is added in quadrature

with the estimated error in the injected neutral density (typically 10%).

The FIDA relative profile measurements depend on six quantities: T1, B1, T2, B2,

n1 and n2, where the subscripts represent the first and second time intervals for the

measurements (with and without ICH) and n1 and n2 are the injected neutral

densities. The relative signal is S = (n2/n1)(〈T1〉 − 〈B1〉)/(〈T2〉 − 〈B2〉). The

fractional uncertainty due to the background subtraction is

σ

S
= [

σ2
T1 + σ2

B1

(〈T1〉 − 〈B1〉)2
+

σ2
T2 + σ2

B2

(〈T2〉 − 〈B2〉)2
]1/2. (3.16)

The uncertainty in the relative injected neutral density adds in quadrature, as

before.

3.3 Common practices

The raw FIDA data are a two-dimensional array in pixels and time. Each pixel

corresponds to a specific wavelength (λ), which translates into a velocity or energy

(Eλ) through the Doppler shift formula. Note that Eλ is the energy component of

the reneutral along the viewing line, instead of the total energy. The standard
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procedure discussed in § 3.1 of analyzing the FIDA data is applied as follows: First,

unusable time slices are removed, for instance, those contaminated by edge localized

modes (ELMs). Second, contaminated pixels by neutron/γ hits are replaced with an

average of the neighboring pixels. After the above initial processing, background

subtraction is essential to remove contaminants such as scattered light, visible

bremsstrahlung, non charge-exchange impurity lines, etc. In quiet plasmas, we

usually do background subtraction via beam modulation. A certain time window

during which the plasma is steady is selected first. Then beam-on and beam-off

spectra are averaged over the time window. The averaged beam-off spectrum is

subtracted from the averaged beam-on spectrum next. The resultant spectrum has

two impurity lines excited by charge exchange and the halo line, which are removed

by fitting. The final spectrum is the pure FIDA spectrum that can be analyzed in

various ways. A common practice is to average over a certain Eλ window to

quantify the FIDA signal strength using a single number. The FIDA signal is

proportional to the fast-ion density, the neutral density, and the averaged reaction

rate because of the charge exchange reaction. The averaged reaction rate depends

on the fast-ion velocity distribution function, which is determined by Coulomb

collisions in quiet plasmas without RF heating. In such plasma conditions, the

averaged reaction rate is insensitive to plasma conditions and can be assumed to be

a constant. To generate a quantity that is proportional to the fast-ion density, we

often divide the FIDA signal by the neutral density. We call this quantity FIDA

density. The error bar associated with random errors can be estimated assuming the

spectra are stationary in the selected time window. The standard deviations of the

averaged beam-on signal and beam-off signal are calculated first based on the
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ensemble of the beam-on and beam-off time slices. The error bar is the square root

of the sum of squares of the standard deviations.
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Chapter 4

FIDA simulation code

4.1 Code structure

The FIDA diagnostic is a one-dimensional measurement in velocity space. It is

theoretically impossible to convert the FIDA spectrum to a fast-ion distribution

function [57]. Nevertheless, for a specific fast-ion distribution function, the FIDA

spectrum can be predicted. The FIDA spectral shape is distorted with respect to

the one-dimensional velocity space shape by various atomic rates, especially the

charge exchange rate between fast ions and neutrals. Moreover, for each specific

wavelength Doppler shift, a collection of fast ions with different energies and pitch

angles contributes to the spectral intensity. The weighting in velocity space is

complicated [27](§2.1). The complex nature of the problem of converting a fast-ion

distribution to the FIDA spectrum makes simulation the only solution.

The simulation code begins with a steady state calculation of the beam and halo

neutral distributions in real space, velocity space, and energy levels. Since the

neutral beam source is modulated, only reactions with injected neutrals and halo

neutrals are relevant. (Theoretically, the halo neutral distribution forms on a

timescale that is much shorter than the typical 10 ms duration of the modulated

beam pulse. Any changes in edge neutrals during a beam pulse are ignored.) Then,

with this fixed background, a Monte Carlo calculation follows the spatial

trajectories, energy level transitions, and radiated spectra of the neutralized fast
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ions.

There are many possible principle quantum numbers n and angular momentum

states l available to the neutrals. The strong fine-structure mixing allows the

assumption that the population of each quantum state may be grouped as a single

population based on the principle quantum number [58]. The required cross sections

and reactivities are available in the literature and in the Atomic Data and Analysis

Structure (ADAS) compilation [59, 60]. Cross sections for the charge-exchange

reactions between fast ions and neutrals in states n = 1− 4 are given in ADAS [59].

(States with n > 4 are neglected in our calculations because these energy levels are

sparsely populated and the cross sections seem uncertain.) Hydrogenic rates are

evaluated using the relative velocity between the fast ion and the neutral, |vf − vn|,

where vf is the fast-ion velocity at the instant of neutralization (Fig. 2.1). Since the

electron distribution function is Maxwellian and the electron thermal speed is much

greater than the fastest neutrals, it is expedient to work directly with the

reactivities 〈σv〉 for electron collisions with neutrals. Expressions for electron

impact ionization as a function of electron temperature Te and energy level n appear

in Ref. [61]. Formulas for electron excitation from one energy level to another are in

Ref. [62]. A simplification is also possible for collisions with carbon. (Carbon is the

principal impurity species in DIII-D .) In this case, the neutral speed is much

greater than the carbon speed so the reactivity only depends on the fast-ion speed

vf . Impurity cross sections are listed in Eqs. 13-16 of Ref. [63]. Neutral collisions

with hydrogenic ions are more demanding computationally. For these collisions, the

speeds of the ions are often comparable to the neutral speed, so it is necessary to

average the reactivity over the ion distribution function, which is assumed to be a
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drifted Maxwellian with temperature Ti and rotation velocity vrot. Equations 9 and

10 of Ref. [63] give the cross section for proton excitation and impact ionization

from the ground state, while Ref. [64] contains cross sections for excitation from

higher states. Combining the three species, a typical collisional excitation rate

coefficient (for excitation from the ground state to the n = 2 state) is

Q12 = ne〈σv〉coll,e12 + nd〈σv〉coll,d12 + nCσ
coll,C
21 vn, where ne, nd, and nC are the electron,

deuteron, and carbon densities. For all species, deexcitation rates are derived from

the principle of detailed balance, i.e., 〈σv〉u→l = (n2
l /n

2
u)〈σv〉l→u, where u and l

represent the upper and lower quantum numbers, respectively. The radiative

transition rates are given by the Einstein coefficients.

The structure of the simulation code is outlined in Fig. 4.1. Because neutrals

travel in straight lines, a Cartesian grid is employed and is a great simplification

relative to flux coordinates. There are several subroutines that are used both in the

initial calculation of the beam neutral and halo neutral distributions and in the

main fast-ion loop. One subroutine finds the neutralization rate to various quantum

states for an ion that charge exchanges with a neutral in state n. A second basic

subroutine calculates the track of a neutral through the Cartesian grid, returning

the length of the track in each “cell.” A third subroutine solves the time-dependent

collisional-radiative equations [45] for the neutral density in each state, given initial

state populations, the rates for collisional excitation and deexcitation, and the

radiative transition rates. A fourth subroutine calculates the Stark [65] and Doppler

shifts of emitted photons given the local electric and magnetic fields and the

velocities of the neutral and the photon. (The detector is assumed to measure all

emitted polarizations.)

70



Neutral B eam G eometry
Detector G eometry
E quilibrium
P lasma P rofiles
F ast-ion Distribution
Numerical P arameters

C reate Mesh
Map P lasma P rofiles
E  & B  F ields
Atomic R ates
P hoton V ectors

F ull,  1/2, & 1/3
densities  in 
each n state

S pectra S pectra

Halo
Density

Monte C arlo

fB  G enerator

F ollow?

N

Y

IN
P

U
T

 
D

A
T

A
IN

IT
IA

L
IZ

E
M

A
IN

 
L

O
O

P

S imulation C ode

Neutralization
P robability

In: v Out: sv

T rajectory
In: v, r

Out: time in cells

C ollis ional-R adiative
In: S tates , time

Out: S tates , Intens ity

S pectrum
In: v

Out: dI/dl

Accummulate
S pectra
In: dI/dl

Loop over cells

IN
S

T
R

U
M

E
N

T
 

E
F

F
E

C
T

Observational V olume
In: C ell S pectra 

Out: C hord S pectra

Instrumental B roadening
In: Ideal S pectra

Out: R eal S pectra

Figure 4.1: Flow diagram for the simulation code.

71



The geometry of the injected beam, the position of the detector, and the

magnetic and electric fields calculated by the EFIT equilibrium code [13] are input

to the code. Profiles of electron density and temperature, ion temperature and

rotation, and carbon density as a function of flux surface are also given. The

fast-ion distribution function ff as a function of E, v‖/v, and r is specified using, for

example, an analytical model, a Fokker-Planck calculation [66], or a numerically

produced distribution such as the TRANSP [12] code. The fast-ion distribution

function from TRANSP is a function of zones spatially; however the FIDA

simulation code requires the distribution function to be a function of grids

established along the neutral beam. Each grid usually crosses several zones in

TRANSP. To map the fast-ion distribution function, each grid is divided into

smaller subgrids. If the center of a subgrid is in a zone, the entire subgrid is

considered to be in that zone. The weight of each zone is the number of subgrids it

contains divided by the total number of subgrids for the grid. The mapped fast-ion

distribution function is the weighted sum of the distribution functions from all the

zones. The integral of the mapped distribution function over energy and pitch is

normalized to be the fast-ion density at the grid.

The code begins with a set of initial calculations. First a regular Cartesian mesh

is established along the centerline of the injected beam. Then the plasma

parameters and electric and magnetic fields are mapped from flux coordinates onto

this mesh. Next, all atomic rates that do not depend on the neutral velocity are

computed, such as the collisional ionization of neutrals by electrons. The direction

of the velocity vector from each cell to the collection optics is also calculated. All of

these quantities are stored in a large structure.
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The next step is to calculate the neutral populations that will eventually charge

exchange with the beam ions. Using the known beam geometry and divergence, the

collisional-radiative equations for the injected neutrals are solved. The densities and

velocities of the full, half, and third neutrals (each as a function of energy level n)

are added to the structure that describes each cell. Charge-exchange events for the

injected neutrals are the source of halo neutrals. A Monte-Carlo procedure

calculates halo diffusion. If a charge exchange event happens in a cell, the particle is

restarted with a new random velocity based on the local ion temperature and

rotation. The neutral is followed until it ionizes. The energy occupation levels are

approximated by the steady-state collisional-radiative balance. At the completion of

the halo calculation, the halo densities (as a function of n) for each cell are stored.

After all of these preliminaries, the program enters the main loop, which is a

weighted Monte Carlo routine. The product of fast-ion density nf and the sum of

injected neutral and halo neutral densities
∑
nn has already been calculated as a

function of position. This estimate of the probability of a reaction (which neglects

the computationally intensive dependence of the reaction rate on the relative

velocity) is used to determine how many fast neutrals to launch from each cell. The

initial position of the fast neutral within the cell is selected randomly. The initial

velocity is found using a Monte Carlo rejection test in the two dimensions that

describe the velocity distribution (energy and pitch), the gyroangle is randomly

generated, and the velocity vector is transformed into Cartesian coordinates. With

the velocity now specified, the actual reaction rate of the fast ion with each of the

neutral populations can be computed; the sum of these rates is the weight of this

particular fast neutral. (In fact, each individual fast neutral represents the set of
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possible n states of neutrals along the selected trajectory.) The trajectory of the

fast neutral through the cells is computed next. As the fast neutral travels through

each cell, the time-dependent collisional-radiative balance between states is

computed, including the number of Dα photons that are emitted. The spectrum of

the emitted photons is also computed. Finally, the properly weighted spectrum is

added to the accummulated spectra in each cell.

The output of the main program is the spectra from each cell. To simulate the

signal from the actual instrument, two steps should be taken. The spectra from

individual cells should be summed over the obervational volume for each chord first.

Note that some cells are partially inside the observational volume. Concequently,

weights between 0 and 1 based on the fraction of the cell volume inside the

observational volume are assigned to those cells while summing. The second step is

to artificially add instrumental broadening to the simulated chord spectra. The

“real” spectra that can be compared with the measured spectra are the convolution

of the simulated chord spectra from step one and the instrumental response function

(Fig. 3.2).

Several benchmarks of the code were performed. Results in Mandl’s thesis [67]

checked several lower-level routines. To test the collisional-radiative model, the

attenuation of the injected neutral beam was compared with an independent

calculation [68]. The spectral calculation and the weighted Monte Carlo scheme

were verified as follows. As part of our initial investigation of the feasibility of this

concept, a simplified model of the expected spectra was developed that ignores

atomic physics and assumes that the magnetic field is purely toroidal. Figure 2.4

shows a result calculated by this code.) To test our full simulation code, we replaced
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the magnetic field with a toroidal field and modified the cross sections to be

independent of velocity. The resulting spectra were consistent with the output of

the simple model.

4.2 Algorithms to improve running speed

The running time of the simulation code is proportional to the number of reneutrals

launched and roughly scales as 3
√
ng in which ng is the number of grids established

along the beam line. The multiple-dimension nature of the fast-ion distribution

function requires a large number of reneutrals (usually 10 Ms) to be launched. ng is

determined by the volume of region of interest and the grid size. The largest grid

size can be set around the intrinsic spatial resolution of the diagnostic which is

∼ 5 cm.

With fixed number of reneutrals launched and number of grids, a few algorithms

are employed to improve the running speed of the code. To decide exactly how

many reneutrals should be launched in each cell based on the neutral distribution

and the fast-ion distribution is very demanding computationally because of the

dependence of the reaction rate on the relative velocity. The exact number of

reneutrals is proportional to nnnf〈σv〉, where 〈σv〉 is averaged over the velocity

distribution of the neutrals and the velocity distribution of the fast ions. To simplify

the calculation, nnnf is used to estimate the number of reneutrals in each cell. The

initial velocity is found using a Monte Carlo rejection test in the two dimensions

that describe the velocity distribution. With the velocity now specified, the actual

reaction rate of the fast ion can be computed; the reaction rate is assigned to be the

weight of the particular neutral. With the number of reneutrals determined, the
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most time consuming part of the code is to form and solve the collisional-radiative

differential equations. Most of the coefficients of the differential equations are the

reaction rates of reneutrals with thermal ions, electrons and impurities. In general,

reactivity 〈σv〉 for collisions depends on the relative velocity. To simplify, we assume

that ve � vf � vc. For electron collisions with reneutrals, the reaction rate is

merely a function of electron temperature, and for carbon collisions with reneutrals,

the reaction rate is merely a function of reneutral velocity. However, for thermal ion

collisions with reneutrals, the speeds of the ions are often comparable with the

reneutral speed, which means the reaction rate should be averaged over the ion

distribution function. The reaction rate is basically a function of ion temperature

and reneutral energy relative to the plasma frame. In a naive way, the reaction rate

is computed for each reneutral in each cell, which is redundant and very time

consuming. A smart way is to calculate a table with reaction rate over all possible

ion temperature and all possible re-neutral energy before hand. The table does not

depend on any specific conditions, so it only needs to be done once. Then for each

reneutral in each cell, the task is to pick up the right element in the table based on

ion temperature and reneutral energy. In fact, this technique has improved the code

speed dramatically. Although reactivity calculation for carbon collisions is not as

computationally demanding, setting up a table for carbon with reaction rate as a

function of reneutral energy turns out saving quite a bit running time. The core

calculation in this code is to solve a set of ordinary differential equations in multiple

time steps for each cell, which is accomplished by the fourth-order Runge-Kutta

method. IDL does supply a rk4 subroutine, but surprisingly, a self-written rk4

subroutine outperforms the one provided by IDL. Because this routine is called
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millions of times, the effort is paid off. A varying time step approach is adopted to

optimize the number of times to solve the differential equations. With all the above

improvements, the running time of the code is reduced to around 30 hours on a

3 GHz Intel Xenon processor.

4.3 Sensitivity study

Plasma profile uncertainties influence the calculated FIDA signals via three distinct

physical mechanisms. One mechanism affects the atomic radiative-collisonal

calculations, a second mechanism affects the calculations of the neutral density, and

a third modifies the beam-ion distribution function. The signal strength is

proportional to both the neutral density and the beam-ion density.

To assess the influence of these uncertainties on the calculated FIDA spectra at

various radial locations, a systematic modeling study has been undertaken. We

analyzed a typical DIII-D L-mode plasma (122060 at 2.05 s) heated with two

80 keV beams, and modulated power between 2.5 and 5.0 MW. The central plasma

density and temperature at the time of interest were ne(0) = 4.0× 1013 cm−3 and

Te(0) = 3.0 keV. Individual plasma profiles, such as electron density and

temperature, ion temperature and Zeff , were scaled up and down by 20% across the

entire plasma column and the calculated spectra were compared with the baseline

spectra, where unmodified experimental profiles were used.

Monte Carlo (MC) simulations with 107 particles were necessary to obtain

satisfactory spectra. Identical random seed was used in all simulations to eliminate

the effect of the MC noise. Separate simulations with arbitrary seed numbers had

shown that this noise level is about ±2% for a 107 particle simulation. The MC
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statistics are much worse for particles with energies above 70 keV because too few

beam ions have such high vertical energy (Eλ). It takes about 30 hours on a 3 GHz

Intel Xenon processor to calculate the spectra at 10 radial locations.

Since FIDA signals typically vary over three orders of magnitude in the spectral

range of interest, it is necessary to calculate ratios of signals from simulations with

modified plasma profiles, to those with the baseline profiles.

We focus now on the modeling results for a vertical channel 4 cm away from the

plasma center (R0 = 176 cm) - the effect on channels further away is smaller. It was

found that Te and Ti plasma profile variations affect the atomic radiative-collisonal

calculations close to the MC noise level, and thus can be ignored. The influence of

the electron and ion temperature variations on the calculated FIDA spectra via the

effect on the calculated neutrals is similar; however, the electron density variation

has about three times larger influence and can not be ignored (Fig. 4.2). Note that

in all these simulations the beam-ion distribution function from the baseline

TRANSP model was used.

Higher electron density lowers the injected neutral density by increasing the

electron impact ionization of neutrals; higher ion density increases charge exchange

with thermal ions. For a given beam-ion distribution function, the smaller neutral

density leads to weaker FIDA signals, as seen on Fig. 4.2, where 20% increase in the

electron density is responsible for a ∼ 7% reduction of the calculated FIDA signal

due to the impact on neutrals alone.

FIDA diagnostics are designed for indirect measurement of the beam-ion

distribution function, thus useful FIDA spectra require sensitivity to variations.

Energetic ions in DIII-D plasmas slow down on both electrons and thermal ions.
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The corresponding beam-ion slowing down time on electrons in the absence of MHD

activity is:

τsl,e ∼ T 3/2
e /ne (4.1)

Lower electron temperature or higher density lead to shorter slowing down times

and lower beam-ion densities, i.e. weaker FIDA signals. The opposite is true for

higher temperatures and lower densities. These conclusions are corroborated with

Fig. 4.3, where modeling results from FIDA simulations with modified beam-ion

distribution functions are shown. These functions were obtained from TRANSP

simulations where a single plasma profile was uniformly scaled up or down by 20%.

To provide sufficiently smooth beam-distribution functions, all TRANSP runs in

this study used 100,000 beam-ion particles.

Impurity density variations are also expected to affect the beam-ion distribution

function. We studied this effect by scaling Zeff in TRANSP by ±20%. Higher Zeff

implies stronger pitch angle scattering of the beam ions into the higher energy range

(> 30 keV). The expected increase in the FIDA signal strength for E > 30 keV was

indeed observed, and was in the 5− 10% range.

Figure 4.2 and Figure 4.3 show that the electron density uncertainty has a

compounding effect on the calculated FIDA signals: ne variations alter the spectra

due to the change in neutral density and the beam distribution function in the same

direction. Another important question is how profile changes in the inner half of the

plasma column alter the calculated spectra. In DIII-D , fitting of the measured

electron densities with the Thomson scattering diagnostics introduces the largest

uncertainties in the plasma center. Modeling results addressing these questions are

shown on Fig. 4.4. By lowering ne everywhere by 20%, the FIDA signal at
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Table 4.1: FIDA signal response to uniformly 20% increase of various parameters

Plasma parameters
atomic rates Neutrals Fast ions Total effects

Inner
chord

Outer
chord

Inner
chord

Outer
chord

Inner
chord

Outer
chord

Inner
chord

Outer
chord

ne(+20%) — — −7% +3% −17% −14% −24% −12%
Te(+20%) 0% 0% 1% 0% +11% +17% — —
Ti(+20%) −2% −2% −1% −3% — — — —

R = 180 cm increases by ∼ 35%. ne lowered by 20%, just in the inner plasma half,

increases the signal by ∼ 20%. The ne increase has somewhat smaller effect: ∼ 25%

and ∼ 20% signal decrease, respectively. Density variations influence the outer

channels less, and the influence for the most peripheral channels (R ≈ 210 cm)

decreases to about half (< 20%) of that for the central channels (not shown).

The sensitivity study results are summarized in Table 4.1. The plasma

parameters are uniformly increased by 20% and the resultant changes of the FIDA

signals are listed. Since the effect varies across the radial location of the chords, two

representative chords are chosen with the inner chord at 180 cm and the outer chord

at 212 cm. The effect on other chords can be estimated based on their chord

locations. The dashed cells mean that the study has not been done yet. Mostly, it is

because the expected effect is trivial or could be inferred. Note that the effect on

Zeff is not listed. The resultant spectrum is not uniformly affected, and for some

reason, the spectral ratio is very noisy.

Our choice of varying plasma parameters by 20% was motivated by the desire to

observe clear trends and produce easily distinguishable results. As expected, the

uncertainty in the electron density profile affects the calculated FIDA spectrum the

most. In reality, for DIII-D this uncertainty is about 10%, so the ultimate

uncertainty for all calculated spectra should be in the 15− 20% range.
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Chapter 5

Measurements in quiet plasmas

The FIDA diagnostic is a new diagnostic technique. Before utilizing this diagnostic

to study fast-ion transport by collective instabilities or fast-ion acceleration by ICH,

a thorough benchmark is required to validate this novel technique. MHD-quiescent

plasmas provide an ideal testbed for this purpose since fast ions decelerate

classically and hardly diffuse in such quiet plasmas with dilute fast-ion populations

[14]. Meanwhile, measurement in quiet plasmas also helps us understand the FIDA

diagnostic in a profound way. The results in this chapter were obtained over two

periods. Section 1 presents the proof-of-principal data taken in 2003 by the CER

system. The remaining sections show the results with the dedicated FIDA

diagnostic and the Reticon system in 2005.

5.1 Proof-of-principal preliminary data

As an initial test of the concept, the spectrometer of the DIII-D charge-exchange

recombination spectroscopy (CER) diagnostic [8] was shifted from its usual

wavelength to the Dα transition. The first test with a tangential view of the beam,

shown in Fig. 2.3(b), highlighted the difficulties. After realizing the importance of

exploiting the perpendicular gyromotion to avoid the bright interfering lines, an

observation with the fibers at the 15◦ midplane port was attempted. With this

radial view (Fig. 2.3(a)), the injected neutrals are moving away from the detector so
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their Dα emission is red-shifted. This view is nearly perpendicular to the magnetic

field, so the fast-ion gyromotion produces a large Doppler shift in both directions, as

in Fig. 2.4. The CER diagnostic cannot span the entire spectral range of interest, so

the instrument was tuned to view the uncontaminated blue portion of the spectrum

and to just miss the bright central line produced by the edge and halo neutrals.

A typical discharge for the experiments with the radial-view data is shown in

Fig. 5.1. Several neutral beams inject into the discharge but only one source injects

neutrals in the sightline of the detector. This source steadily injects at the beginning

of beam injection from 1.9-2.7 s, is off while other sources inject from 2.7-3.8 s,

steadily injects again for the next 0.7 s, and then is modulated by a square wave

from 4.5-5.0 s. When the viewed source is off, other sources replace it so, to a first

approximation, the fast-ion distribution function is steady throughout the discharge.

There are some changes in electron density (and other plasma parameters),

however, so the conditions are not perfectly constant. After an initial rise, the

neutron rate, which is dominated by reactions between the fast ions and the thermal

deuterons for these conditions, is nearly constant, so the changes are modest.

Figure 5.2(a) shows the spectrum at the onset of beam injection. During the first

30 ms of injection a broad feature appears between 652-654 nm in the spectrum

(Fig. 5.2(b)). No feature appears below 650 nm, which corresponds to a larger

Doppler shift than can be produced by an 81 keV atom. (The neutral beam

injection energy is 81 keV.) The feature is fully formed in ∼ 40 ms; similarly, the

neutron rate completes 75% of its initial rise after 40 ms, then gradually increases

for the next 40 ms.

In contrast, the behavior is quite different when the viewed beam comes back on
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at 3.8 s (Fig. 5.3). In this case, the fast-ion distribution function is already

established because other beam sources have been injecting continuously. The signal

immediately jumps up to its asymptotic value, as expected.

The spectra predicted by the simulation code (Fig. 5.2(c)) is similar in shape to

the observed spectra (Fig. 5.2(b)). The predicted shape increases rapidly with

increasing wavelength because, for these plasma conditions, injected fast ions have

large parallel velocities and can only obtain a substantial perpendicular velocity

through pitch-angle scattering. The predicted temporal evolution agrees

qualitatively with the data but, quantitatively, the simulation predicts a more

gradual increase in signal than observed. This discrepancy is probably caused by

uncertainties in the experimental inputs to the simulation. The predicted increase

in neutron emission (not shown) agrees well with the measured neutron rate.

The latter portion of the discharge, when the viewed beam is modulated, is

particularly convenient for background subtraction and for a study of the electron

density dependence of the signal. Figure 5.4 compares the spectra for a low-density

(n̄e = 1.1× 1019 m−3) and a high density (n̄e = 10.3× 1019 m−3) discharge. Three

features are evident. The wing of the line produced by halo (thermal) neutrals

appears on the right side of the figure (near the unshifted line). The central ion

temperature in these discharges is <∼3 keV, so the expected Doppler broadening of

this feature is ∼ 0.8 nm, in good agreement with the measurement. The signal

between 652-654 nm is associated with gyrating fast ions. The minimum wavelength

expected for 81-keV deuterons is ∼ 650 nm; in fact, since it is predominately the

perpendicular component of the velocity that contributes to the blue shift in this

measurement, wavelengths smaller than 651 nm should be rare. The third feature in
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the spectra is a broad featureless background associated with visible bremsstrahlung

that increases rapidly with increasing electron density.

As in the previous example, the observed fast-ion spectral shape is in good

agreement with the shape predicted by the simulation code (Fig. 5.4(a)). The

predicted reduction in the fast-ion feature in the high-density discharge is in

qualitative agreement with the observation (Fig. 5.4(b)) but the predicted reduction

is larger than observed (for reasons discusses below).

To check the identification of these features, Fig. 5.5 shows the density

dependence of these three features in a sequence of discharges with the same beam

modulation pattern, plasma current, and beam power but with different values of

electron density. (Only discharges with <∼10% density variations during the 500 ms

of beam modulation are included.) The feature attributed to fast ions decreases

rapidly with increasing density (Fig. 5.5(a)). The feature attributed to halo neutrals

decreases less rapidly with increasing density than the fast-ion feature but also

decreases (Fig. 5.5(b)). In contrast, the background increases rapidly with density

(Fig. 5.5(c)).

Figure 5.5 compares the observations with analytical and empirical estimates of

the expected dependencies. Consider first the analytical estimates. The fast-ion

feature Sf should scale approximately as the product of the injected-neutral and

fast-ion densities, Sf ∝ nnnf . The density of injected neutrals nn decreases with

increasing ne because the stopping power of the plasma increases with density. A

simple analytical estimate based on the mean-free path is nn ∝ [1− exp(−k/ne)],

where k is a constant. The density of fast ions nf depends on their deposition rate

and on their slowing down time. Locally, the deposition rate is proportional to the
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shown in Fig. 5.5 are also indicated.
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product of the local density and the number of injected neutrals that reach that

position, nenn. The slowing down time is inversely proportional to ne; also, for the

parameters of these discharges, there is an additional modest reduction associated

with the dependence of the slowing-down time on the electron temperature, which

also generally decreases modestly with increasing density. Thus, the fast-ion density

should decrease slightly faster than nn. Putting these factors together, the expected

ne dependence of the fast-ion feature is roughly

Sf ∝ nnnf ∝ [1− exp(−k/ne)]2. (5.1)

The halo feature Sh should be proportional to the number of injected neutrals that

ionize near the viewing volume. (There is an additional dependence on the lifetime

of the daughter neutrals.) As a rough estimate, we assume that this is proportional

to the local neutral density,

Sh ∝ |∇nn| ∝ nn ∝ [1− exp(−k/ne)]. (5.2)

For the background, if it is produced by visible bremsstrahlung, it should scale as

SV B ∝ n2
eZeff

√
Te ' n2

e. (5.3)

These estimates are compared with the data in Fig. 5.5. The halo and background

features agree well with these simple estimates but the fast-ion feature decreases less

rapidly than predicted.

Empirical estimates based on independent measurements are also available. For
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an estimate of the injected neutral density nn, the intensity of a channel of the

Motional Stark Effect (MSE) diagnostic [20] that views the same spatial region is

available. For the fast-ion density nf , when the neutron rate is dominated by

beam-plasma reactions, as it is here, the total number of fast ions in the plasma is

approximately Nf ' Idd/(nd〈σv〉), where Idd is the d-d neutron rate, nd is the

deuterium density (assumed proportional to ne), and 〈σv〉 is the fusion reactivity.

Thus, the fast-ion signal should be approximately proportional to IddIMSE/ne,

where IMSE is the MSE amplitude. The halo feature should be proportional to

IMSE. An independent diagnostic measures the visible bremsstrahlung emission IV B

along a chord that passes through the center of the plasma. These three empirical

estimates are also compared with the data in Fig. 5.5. The visible bremsstrahlung

measurement is in excellent agreement with the measured background, confirming

its identification as bremsstrahlung. The halo feature is in fair agreement with the

MSE measurement but, in light of the rather crude model, the agreement is

satisfactory. The fast-ion feature does decay with density but the reduction is

smaller than expected.

Reexamination of Fig. 5.4 reveals the cause of the discrepancy. The high density

data decay less rapidly than expected because the signal is contaminated by the

background. In contrast to the low density data (Fig. 5.4(a)), the high density

spectrum is essentially flat between 650-654 nm. Evidently, the visible

bremsstrahlung is slightly higher when the viewed beam is on than when the distant

source is on, so the background subtraction is imperfect, allowing a small fraction of

the background to pollute the spectrum. For low densities, the net signal is larger

than the background and the pollution is negligible. For high densities, the
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background is > 10 times larger than the net signal, so small errors are significant.

For these discharges and with this instrumentation, a true fast-ion signal is

detectable for densities <∼7× 1019 m−3.

To summarize this section, the spectral, temporal, and density dependence of the

signals confirms that light from fast ions has been detected in DIII-D .

5.2 Absolute comparison

The simulation output is the number of photons detected by the collection lens,

while the measurement is the number of digitizer counts from the CCD camera. To

do absolute comparison between the simulation and the measurement, an intensity

calibration is performed to convert photons on the collection lens to digitizer counts

from the CCD camera for each channel.

Figure 5.6 shows the comparison for a quiet, low beam power (2.4 MW),

moderately low density (1.8× 1013 cm−3), L-mode plasma. The fast-ion distribution

from [12] is input to the FIDA simulation code. The central range of the spectrum

(E < 20 keV) is not simulated for two reasons. First, the measured spectrum over

that range is contaminated by halo emissions, edge neutral emissions and beam

neutral emissions. Second, it is very inefficient to launch low energy fast ions in the

simulation code. They have large populations compared to high energy fast ions.

Moreover, they move slowly, which means more time steps for them when solving

the collisional-radiative equations.

For the channel with a major radius of 180 cm, the simulated spectrum is scaled

by 0.75 to get the agreement, and for the channel at 195 cm, there is no scaling,

which is believed to be fortuitous. Comparisons for other shots also reveal that the
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magnitudes are generally within 20− 30%, which is reasonable provided

uncertainties in background subtraction, intensity calibration, and uncertainties in

the simulated spectra associated with uncertainties in the plasma parameters and

the calculated distribution function. The results of an extensive study of sensitivity

of the FIDA simulation code (including TRANSP) on various plasma profiles are

presented in §4.3. Among the plasma parameters, electron density has the greatest

effect on the FIDA spectrum. Estimates based on this study suggest that the

uncertainty in the simulated intensity in Fig. 5.6 is ∼ 20%.

For both chords, the spectral shape is in excellent agreement with theory. The

simulated spectral shape depends on the fast-ion velocity distribution model and

atomic rates. The shape agreements confirm that TRANSP models the fast-ion

velocity distribution correctly and validate the atomic cross sections in the

simulation code. Some minor discrepancies are readily explained. On the two ends,

the small bumps are from imperfect removal of impurity lines. In the left range of

the red side, there are huge carbon lines and they usually are removed by beam-on

and off background subtraction. When the carbon emission changes slightly

between beam-on and beam-off, the background subtraction results in an error. As

shown in §4.3, although simulated spectral magnitude is very sensitive on plasma

profile uncertainties, the simulated spectral shape is less affected by plasma profile

uncertainties. This is one of the reasons that there is better agreement on spectral

shape than spectral magnitude.

The spectral shape is determined by the fast-ion velocity distribution. One

interesting question is: Does the fast-ion velocity distribution ever change? In other

words, does the spectral shape ever change? Figure 5.7 shows the spectral shape of
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a vertical chord at 195 cm for different plasmas. For this study, the cleanest portion

of the spectrum with minimum contamination by impurity lines is chosen. The

dashed blue line is the typical shape, which is the average of eight spectra with left

beams in quiet plasmas. The green line is also from a quiet discharge, however the

electron temperature is only 1.1 keV, which is very low for DIII-D discharges. In

this case, the low energy signal agrees with the typical shape and the high energy

signal is weaker. This is because there is less pitch angle scattering due to low

electron temperature and therefore less fast ions with high vertical energies. The red

line is a case with ICH for conditions similar to those documented in Ref.[22]. In

this case with 4th harmonic heating, the high energy signal is elevated compared to

the typical shape, and the higher the energy, the larger the discrepancy [27]. This is

because the fast ions are accelerated by a finite Larmor radius effect and the higher

the energy, the stronger the acceleration. The line in violet is a case with Alfvén

activities. This case shows the strongest distortion of the spectral shape. The low

energy signal decreases and the high energy signal increases compared to the typical

shape. This is because fast ions are expelled from the core region and those fast ions

have higher vertical energy since the electron temperature is higher in the core

region. Normally fast-ion transport due to Alfvén activities can be observed by

fast-ion spatial profile change [28]. The shape study implies another way to see

evidence of fast-ion redistribution through spectral shape change.

To study parametric dependences and correlations of the FIDA signal, a database

with around 700 entries of plasmas with steady conditions for over 200 ms is built

from the 2005 campaign. Each entry corresponds to a discharge and an averaging

time window which is typically 200 ms. For each entry, there is a substantial amount
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of information saved. A partial list relevant to this thesis includes the following:

plasma parameters (electron density, electron temperature), beam parameters (total

power, left beam fraction, beam modulation pattern), ion cyclotron heating (ICH)

power, instability flag (MHD, TAE), neutron rate, NPA signal, and FIDA signal.

Spectral shape variation is also studied via the database. For each entry in the

database, the spectral shape is compared to the model shape and the reduced chi

square is archived. The average of the reduced chi squares for quiet discharges is

0.33. Apparently we overestimated the experimental error associated with photon

statistics and readout noise [25], resulting in reduced chi squares much less than 1.

Nonetheless, this comparison does show that the average reduced chi squares for

discharges with ICH or strong AE activity is considerably larger: 0.44 and 0.50,

respectively. Thus, it is evident that ICH and AE activity can alter the spectral

shape.

The energy resolution of the FIDA diagnostic is primarily determined by line

broadening associated with the motional Stark effect and the slit width of the

spectrometer. The Zeeman effect is one order of magnitude smaller than the

motional Stark effect for fast ions and can be neglected. The motional Stark effect is

proportional to v×B, where v is the velocity of reneutrals and B is the magnetic

field. In DIII-D , the degradation in energy resolution caused by the motional Stark

effect is about 6 keV. The entrance slit of the spectrometer is opened up to 500 µm

to get more signal, which translates into a spectral resolution of ∼ 0.7 nm and an

energy resolution of ∼ 8 keV. The overall energy resolution is estimated to be

∼ 10 keV. This estimation is confirmed by the experimental data. As shown in

Fig. 2.6, fast ions are born with full (80 keV), half (40 keV), and third energy
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(27 keV) components. Through Coulomb collisions with ions and electrons, fast ions

experience slowing down and pitch angle scattering and form a fast-ion distribution.

In Fig. 5.8, “steps” in the fast-ion distribution function from half and third energy

components are clearly resolved, which demonstrates that the energy resolution of

this diagnostic is indeed ∼ 10 keV.

5.3 Parametric dependencies and

corroborations

In DIII-D , fast ions are born with an injection energy and pitch that is determined

by the neutral beam injectors. In quiet plasmas, they slow down through coulomb

collisions with thermal electrons and thermal ions. At the same time, they also

experience pitch angle scattering through coulomb collisions with thermal ions. The

fast-ion density is proportional to the fast-ion birth density and the slowing down

time. The fast-ion birth density depends on the deposition profile (which depends in

a complex manner on the density profile) and the number of injected beam ions

(which is proportional to the beam power Pinj). The slowing down time on electrons

is proportional to T 3/2
e /ne, but collisions with thermal ions are also important, so

the expected dependence is f(Te)/ne, where f(Te) is an increasing function of

electron temperature. The fast-ion density approximately scales as

nf ∝ D(ne)Pinjf(Te)/ne, (5.4)
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Figure 5.8: “Steps” in the FIDA spectrum. The first one is caused by fast ions
from the third energy beam component (27 keV). The second one is caused by fast
ions from the half energy beam component (40 keV). In the abscissa, wavelength is
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102



where D(ne) is the beam deposition rate. In this section, we investigate the

dependence of the FIDA signal on each of these parameters.

5.3.1 Injection energy

In a neutral-beam heated plasma without RF heating, the highest energy a fast ion

can have is approximately the injection energy. Therefore, in the wavelength range

above the injection energy, there should be little signal. This makes a very good first

test of the FIDA diagnostic. In Fig. 5.9, the line in red is the FIDA spectrum for a

discharge with an injection energy of 79 keV. On the two wings beyond the injection

energy, the FIDA signal is virtually zero as expected. Starting from the injection

energy, the FIDA signal builds up gradually. This is because the FIDA vertical

chord measures the vertical energy and the neutral beam injection angle includes a

toroidal component. By the time fast ions are scattered to have a large pitch angle,

most of them have slowed down considerably. To further check the injection energy

dependence, a discharge with a different injection energy is compared. The line in

blue is a discharge with an injection energy of 65 keV. It resembles the red line,

except that the transition point moves from 79 keV to 65 keV as expected.

5.3.2 Injection angle

In DIII-D , neutral beams can be injected at two different angles. Right beams are

more perpendicular and therefore, they introduce fast ions with higher

perpendicular energy. Since the FIDA vertical channels measure the vertical energy,

over the high energy range, the FIDA signal should be stronger because there is less

pitch angle scattering required. In Fig.5.10, the discharge has left beams only in the
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early time and later it switches to right beams. Over the two phases, all the fast-ion

relevant parameters are kept similar. In the high energy range, the FIDA signal is

substantially elevated during right beam injection, as expected.
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Figure 5.10: Spectra with different injection angles. For the more perpendicular right
beam cases, the 330 left beam is modulated in order to take the FIDA measurements
with a left beam fraction of 0.2.
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5.3.3 Viewing angle

In order to measure the full FIDA spectrum, a perpendicular view is required to

minimize the Doppler shift of neutral beam emission. For a non-perpendicular view,

one half of the FIDA spectrum is clean with the other half contaminated by beam

emission. It is interesting to compare which view has the stronger signal. In the

current FIDA system, there is a radial chord viewing at the same major radius as

one of the vertical views. Since the red shift side of the radial view spectrum is

contaminated, only the blue shift side is compared (Fig.5.11). The spectral shape

comparison shows that the radial view detects relatively stronger signal over the

high energy range. To explain the difference, a set of angles relevant to the views

and fast ions are calculated. The initial fast-ion pitch angle at the chord location is

50.4◦, the pitch angle of the radial view is 82.4◦, and the pitch angle of the vertical

view is 91.1◦. For a fast ion to contribute to the high energy range in the spectrum,

it needs to be scattered to be around the pitch angle of the viewing chord and at

the same time, slowing down should be minimized. Therefore, when the pitch angle

of the view is closer to the initial fast-ion pitch angle, fast ions are more likely to be

scattered without being significantly slowed down. In the above comparison, the

radial view is closer to the initial fast-ion pitch angle resulting in stronger signal

over the high energy range. The numbers of the angles show that the present views

are far from optimized. To maximize the signal in future implementations, views

should be chosen to be as close to the initial fast-ion pitch angle as possible. This

usually results in beam emission contamination on the blue side, which is more

favorable for the FIDA diagnostic. However, when there are both co and counter

neutral beams, views on the counter neutral beam can be optimized to measure
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circulating fast ions produced by co beam injection.

5.3.4 Injection power

Equation 5.4 shows that, provided that the electron density and electron

temperature are fixed, the fast-ion density is proportional to beam power. On the

other hand, provided that the neutral density at the chord location is fixed and

there is minimal velocity distribution change, the fast-ion density is also

proportional to the FIDA signal. Therefore, a linear relationship between the FIDA

signal and the beam power is expected when the relevant parameters are similar.

This correlation is studied in the database (§5.2) (Fig. 5.12). In this study, electron

density is held to be between 4.1× 1013 cm−3 and 5.0× 1013 cm−3. The density

profiles are very similar, and therefore, the deposition profiles should have minimal

differences. Electron temperature on the magnetic axis is held to be between

2.9 keV and 3.5 keV. The relative broad ranges are necessary to get more data

points from the database. The correlation coefficient is 0.89. The scatter is likely

caused by the finite ranges in electron temperatures and electron density and

uncertainties in the beam neutral calculation.

5.3.5 Electron temperature and corroborations

As shown in Eq. 5.4, the fast-ion slowing down time is an increasing function of

electron temperature. As a result, the fast-ion density is an increasing function of

electron temperature. Moreover, the relative importance of pitch angle scattering

increases with electron temperature and consequently the number of fast ions with

higher perpendicular energy increases. To study the FIDA electron temperature
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Figure 5.12: Beam power dependence of the FIDA signal. The FIDA signal is averaged
over Eλ between 50 keV and 60 keV.
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dependence, electron cyclotron heating is modulated to vary the electron

temperature. Figure 5.13 confirms that the FIDA signal goes up and down with

electron temperature. However, it is not as sensitive as the NPA. The fundamental

reason is that the NPA only measures a point in velocity space, while FIDA

measures a collection of fast ions in velocity space (§2.2), so pitch angle scattering

has a much bigger effect on the NPA. The neutron diagnostic is also a velocity space

integrated diagnostic, and not surprisingly, like FIDA, it changes with electron

temperature in a more gradual way.

The electron temperature dependence is also studied in the database. To single

out the electron temperature effect, all the other relevant parameters are kept

similar including electron density, beam power, and left beam fraction. The vertical

axis is chosen to be FIDA density to get rid of the neutral density factor on FIDA.

Figure 5.14 shows that the FIDA signal increases with electron temperature in the

database. The scattered points are caused by loose constraints on the other

parameters due to limited database entries.

5.3.6 Electron density dependence

Electron density affects the FIDA signal in three ways: first, fast-ion density is

proportional to the fast-ion birth density, which decreases with electron density;

second, fast-ion density is proportional to the slowing down time, which is inversely

proportional to electron density; third, the injected neutral density decreases with

electron density because of the increased stopping power. Figure 5.15 shows the

electron density dependence in a particular discharge. This discharge has different

densities at the two times with all the other relevant parameters similar. For both
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Figure 5.14: Electron temperature dependence of the FIDA density in the database.
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chords, the FIDA signal drops considerably during the high density phase. The

chord at 195 cm shows less drop because the electron temperature is 15% higher at

the later time, which offsets some of the dip.

To study the electron density dependence quantitatively, a discharge with a

period during which the electron density steadily ramps up is selected. The points

in red in Fig. 5.16 are the FIDA measurements and, as expected, they decrease with

electron density. To calculate the expected dependence, a simple model is built for

the FIDA signal. The model is the product of total neutral density, the deposition

rate of the full energy component, and the slowing down time. Note that the

product of the last two terms is proportional to fast-ion density. Only the

deposition rate of the full energy component is adopted because the FIDA

measurements are the high energy signal, which exceeds the half and third energy

components. All atomic physics is neglected in this model, which is legitimate when

the velocity distribution doesn not change and only the signal level is concerned.

With one free parameter (constant scaling), the model shows very good agreement

with the measurements on both chords.

5.3.7 Neutron corroboration

The neutron diagnostic is another fast-ion diagnostic and the correlation between

FIDA and the neutron diagnostic is investigated in the database. As usual, the

vertical axis is FIDA density, which is proportional to fast-ion density. In most

discharges in this study, beam-thermal reactions dominate the neutron production

and therefore, the neutron rate over electron density is proportional to the fast-ion

density. As shown in Fig. 5.17, a strong correlation is observed between FIDA and
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the neutron diagnostic. The fitted line does not go through the origin because for

low values of ne, beam-beam reactions constitute ∼ 25% of the total neutron rate,

so neutron rate/ne overestimates the fast-ion density.

5.4 Spatial profiles

As shown in Fig. 2.10, there are 9 vertical chords available for the FIDA

measurements, which allow us to obtain the fast-ion spatial profiles. However, the

chords are different in many aspects. There are two systems, the dedicated system

and the Reticon system, which have different components and detectors. Even

within a system, the spot sizes, the solid angles subtended by the collection lens and

the light paths differ substantially. There are two ways to overcome the chord

difference. One is to use the relative FIDA profile, and the other is to take the

absolute FIDA profile with all the chord specifics removed.

To generate a FIDA profile, an energy window is chosen first. Then for each

chord, the signal is averaged over the selected energy window. A relative FIDA

spatial profile is a profile obtained by dividing one raw profile by another raw profile

for different plasma parameters. Since the relative profile only provides relative

information, it is independent of chord specifics and requires no special processing

for individual chords. Figure 5.18 shows a typical relative profile in a quiet plasma.

Two time slices are chosen with a substantial density change (Fig. 5.18(a)). In quiet

plasmas, the fast-ion density is inversely proportional to the electron density.

Therefore, the fast-ion density at the later time is expected to be higher. This is

confirmed by the beam pressure profile calculated by TRANSP (Fig. 5.18(b)); the

shapes of the predicted beam-ion density profiles are similar. An independent
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measurement of the beam pressure profile is available from EFIT [13] equilibrium

reconstructions that rely on motional Stark effect (MSE) polarimetry,[11] magnetics,

and Te isotherm measurements (§2.2). The thermal pressure profile from kinetic

measurements is subtracted from the EFIT pressure profile to obtain the beam-ion

pressure. [21] For the conditions of Fig. 5.18, the absolute uncertainty in the

fast-ion profiles are ∼ 20% and the relative uncertainties are about ∼ 10%. The

profiles obtained in this fashion are consistent with the TRANSP predictions within

these uncertainties and confirm that the fast-ion behavior is close to classical in this

discharge. TRANSP runs with various spatially uniform ad hoc beam-ion diffusion

coefficients are compared with the EFIT beam pressure profile. Error bars imply

that diffusion coefficient must be within 0.1 m2/s. The FIDA profile is compared

with the prediction of the simulation code in Fig. 5.18(c). The FIDA signal is

proportional to both the fast-ion density and the neutral density. Since the fast-ion

density peaks on axis, but the neutral density is largest at the edge, the simulated

profiles peak between the magnetic axis and the edge. At the later time with lower

electron density, the simulated FIDA profile is significantly elevated. The jump is

more pronounced than that for beam pressure. This is due to the increased neutral

density resulting from the lower electron density. To obtain the relative FIDA

profile, the FIDA measurements at the earlier time are scaled to match the

simulated profile at the earlier time and at the later time, the FIDA measurements

are scaled by the same factor. Excellent agreement is reached between the measured

FIDA relative profile and the simulated profile. The error bars in the figure only

address the random errors. In this quiet discharge, the systematic errors should be

small. The agreement shows that FIDA relative profiles can provide precise
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information on how fast-ion profiles evolve.

Figure 5.19 shows the first attempt we made to compare the FIDA relative

spatial profile with the simulation. In this discharge, electron density increases

significantly from 1.395 s to 1.5 s. As a result, the simulated profile is lowered as

expected. However, the measured relative spatial profile does not agree with the

simulation in the outer region even after taking into account the error bars. This

discrepancy had troubled us for a long time until one day we found that there is a

strong Alfvén instability right around 1.5 s, which easily explained the discrepancy.

Some fast ions are expelled to the outer region by the Alfvén instability resulting in

increased FIDA signals for the outer chords.

The absolute FIDA profile is very challenging. To produce an absolute FIDA

profile from the measurements, intensity calibration data for each chord are utilized

to convert the number of digitizer counts into numbers of photons. The chord

specifics such as solid angles and spot sizes are normalized out. Figure 5.20 shows

the comparison between the measured absolute FIDA profile and the simulated

absolute FIDA profile in a quiet plasma. The magnitudes are within 30% for all the

chords, which is very reasonable provided the uncertainties in data processing,

plasma profiles input to the simulation code and intensity calibrations. The

simulated profile shape is as expected, peaking at a point somewhere between the

magnetic axis and the edge. However, the measured profile shape does not agree

with the simulation. The difference between the CCD channels and the Reticon

channels suggests that the intensity calibration is problematic. The errors are

estimated based on the FIDA data only, without taking into account the

uncertainties in intensity calibration. The modest error bars show that future
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prospect for absolute profiles is good with careful intensity calibration.

5.5 Conclusion

The proof-of-principal FIDA data taken by the CER system in 2003 show that Dα

light from a fast-ion population produced by deuterium neutral beam injection has

been detected in the DIII-D tokamak. The signals have the expected spectral,

temporal and density dependences. Visible bremsstrahlung obscures the fast-ion

signal for densities <∼7× 1019 m−3. It is unlikely that this constitues the ultimate

density limit for this diagnostic. In the TFTR α CER spectroscopy experiments,

high-throughput optics and background corrections enabled successful

measurements of fast-ion signals with signal-to-background ratios of < 1% [43]; in

JET, helium signals that were a few percent of the bremsstrahlung level were

extracted from the data [49]. Nevertheless, it is clear that this diagnostic concept

favors low density: for fast ions produced by neutral-beam injection, the

signal-to-background ratio scales roughly as n−3
e .

FIDA measurements in quiet plasmas are compared with simulations that use

the fast-ion distribution from TRANSP. The spectral shape is in excellent

agreement, indicating that the Coulomb collision model in TRANSP is valid and

the atomic cross sections in the FIDA simulation code are accurate. The absolute

signal magnitude is within 30%, resulting from a variety of uncertainty sources. The

sensitivity study (§4.3) suggests that the uncertainty of electron density profile is

the most influential one and could account for a large portion of the discrepancy.

The parametric dependencies of the FIDA diagnostic in quiet plasmas are

studied extensively both in individual discharges and in a large database. All of the
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dependencies are as classically expected, suggesting that the FIDA diagnostic is well

understood. The NPA and neutron diagnostics corroborate the FIDA diagnostic.

A set of vertial chords allows us to obtain the FIDA spatial profile. The relative

profile is compared with the simulated profile and shows excellent agreement. Error

bars imply that fast-ion diffusion coefficient must be within 0.1 m2/s. However,

obtaining the absolute profile is problematic currently, but may be resolved in the

future with a careful intensity calibration.

The successful benchmarking of FIDA measurements in these quiet plasma

establishes the reliability of this diagnostic technique, allowing its confident

application in more complicated situations.
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Chapter 6

Measurements of fast-ion

acceleration at cyclotron

harmonics

6.1 Introduction

Cyclotron damping of fast waves in the ion cyclotron range of frequencies is a

standard heating scheme in magnetic fusion devices. Injected beam ions have been

accelerated by ion cyclotron heating (ICH) at cyclotron harmonics in many

tokamaks [69]-[82]. Most measurements of acceleration by ICH have employed

neutral particle analysis [83, 14], although fusion reaction measurements of neutrons

and charged fusion products are also common [14, 84]. Differences between the

perpendicular and equilibrium stored energy are used to measure the anisotropic

fast-ion energy [85]. Measurements of fast ions that escape on loss orbits can also

diagnose ion acceleration [86]. In recent years, gamma- ray tomography has emerged

as a powerful technique [87, 88]. Collective Thomson scattering has also detected

ions accelerated by ion cyclotron heating [89].

Deuterium beam-ion acceleration at the 4th-8th harmonics was previously

studied on the DIII-D tokamak using established techniques [21, 76, 22, 79, 90, 91].

Since the vertical chords of the FIDA diagnostics measure the vertical component of

the fast-ion velocity, which is one component of the perpendicular velocity, the

FIDA diagnostics are well suited to detect fast-ion acceleration by ICH that
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accelerates fast ions in the perpendicular direction.

6.2 Data

6.2.1 Plasma conditions

The experiments were performed in the DIII-D tokamak (§1.3) (graphite walls,

deuterium plasmas) at the end of the 2005 campaign. The conditions are nearly

identical to the ones reported in Ref. [22]. Typically, one transmitter couples 0.7-1.0

MW at 60 MHz into L-mode plasmas. Counter-current drive phasing (90◦ toroidal

phasing between straps) is employed, with the peak in the vacuum spectrum at

n‖ ' 5. In some discharges, other transmitters couple up to 2 MW of power at

113-117 MHz but these waves have little effect on the fast ions [92] and are not

discussed here. At the usual toroidal field of 1.9 T, the 60 MHz waves resonate with

the deuterium cyclotron harmonic at several radial locations, with the central

resonance corresponding to the fourth harmonic (Fig. 6.1). The beams inject

75-81 keV deuterium beam ions in the direction of the plasma current at tangency

radii of 0.76 m (right sources) and 1.15 m (left sources). Most plasmas are upper

single null divertor discharges with an elongation of κ = 1.7. The ∇B drift is

usually downward to avoid H-mode transitions. Spectroscopic measurements of the

cold H-alpha and D-alpha lines imply that the hydrogen concentration is usually

below 1%. The dominant impurity is carbon and charge-exchange recombination [8]

measurements indicate typical central ion temperatures of Ti = 5 keV, toroidal

rotation velocities of 2× 107 cm/s, and impurity concentrations of Zeff = 1.5.
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Figure 6.1: (a) Elevation of the DIII-D vacuum vessel, showing the separatrix and the
q = 1, 2, and 3 surfaces (solid black curves), the locations where ωRF equals the third,
fourth, and fifth deuterium cyclotron harmonic (dashed green curves), the neutral-
particle analyzer sightline (thick blue line), and the midplane locations of the FIDA
Reticon (diamond) and CCD (solid triangle) chords. The hashed region represents
the approximate vertical extent of the heating beam that produces the FIDA and
NPA signals. The square indicates the approximate location of the FIDA collection
optics. (b) Plan view of the vessel, showing the toroidal location of the FIDA and
NPA diagnostics and the centerlines of the various Left and Right beams. The dotted
line represents the magnetic axis.
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6.2.2 FIDA measurements

The temporal evolution of a discharge with central fourth harmonic heating is shown

in Fig. 6.2. Neutral-beam injection commences 0.6 s after the current reaches its flat

top value of 1.0 MA. To accommodate the diagnostics, five modulated sources inject

into the plasma but the average total power is 3.6 MW. The total power only varies

for 10 ms, which is much less than the beam ion slowing down time of τs ' 100ms.

The 60 MHz system couples ∼ 1 MW of power between 2.2 and 3.7 s. At 3.3 s, the

neutral beam injection switches from the more tangential Left sources to the more

perpendicular Right sources. With the application of RF power, the neutron rate

increases on a τs timescale. The central electron temperature increases and the

sawtooth period increases during ICH but transient periods of sawtooth stabilization

(“monster” sawteeth [93]) are not observed. Analysis of magnetics and far-infrared

scattering [94] signals shows that Alfvén modes are weak or absent in this discharge.

During the ICH, the neutron rate increases more than classically predicted

(Fig. 6.2(c)), indicating acceleration of energetic ions by the 60 MHz waves. The

central FIDA data (Fig. 6.2(d)) show that the acceleration is greatest for energies

near or above the injection energy. Evidently, the slope of the energy distribution is

distorted by the harmonic heating.

Comparison of the FIDA spectra before and during ICH (Fig. 6.3) clearly shows

that fast ions are accelerated above the injection energy. Prior to ICH, the spectra

are in good agreement in magnitude and shape with the spectra predicted by a

FIDA simulation code (Chapter 4) that uses the distribution function from

collisional processes (as predicted by TRANSP) and includes all relevant atomic

physics effects. In the absence of RF acceleration, the predicted spectra are only
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Figure 6.2: Time evolution of (a) the injected neutral beam and coupled ICH power,
(b) the central electron temperature and the line-average electron density, (c) the
measured neutron rate and the classically expected rate in the absence of ion cyclotron
acceleration, and (d) the FIDA signal in two spectral bands. The more tangential
Left beams are injected from 1300-3300 ms, while more perpendicular Right beams
are injected after 3300 ms. For the FIDA data, the “30-60 keV” signal represents Eλ
between 30-60 keV (wavelengths between 650.8-652.4 and 659.8-661.3 nm) and the
“60-90 keV” signal integrates wavelengths between 649.6-650.8 and 661.3-662.6 nm.
The radial position of the FIDA channel is centered at R = 195.4 cm. BT = 1.92 T;
Ip = 1.0 MA.
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expected to change slightly in the latter phase of the discharge but the observed

increase is much larger, owing to the ion cyclotron acceleration. The distortion in

the measured slope begins at a wavelength that corresponds to Eλ ' 50 keV.

Because 4th harmonic heating is a finite Larmor radius effect that depends upon the

value of k⊥ρf , this is consistent with the theoretical expectation that higher energy

ions should be most strongly affected. (Here k⊥ is the perpendicular wavenumber

and ρf is the fast-ion gyroradius.) As expected, the acceleration is larger near the

resonance layer (Fig. 6.3(a)) than farther away (Fig. 6.3(b)).

Strong acceleration is also sometimes observed at lower toroidal field when the

5th harmonic layer is near the magnetic axis. Figure 6.4 shows the time evolution of

a low-power discharge with particularly large acceleration. The average beam power

is only 1.2 MW and the coupled ICH power is 0.8 MW in this case (Fig. 6.4(a)).

The electron density and temperature are both relatively low (Fig. 6.4(b)). With

the onset of ICH, the neutron rate nearly doubles (Fig. 6.4(c)), presumably because

the power per particle is large. Because the number of fast ions is relatively low, the

NPA and FIDA signals have rather poor statistics (Fig. 6.4(d) and (e)) but a

significant increase is observed by both diagnostics during ICH. The angle of beam

injection switches from exclusively Left to primarily Right sources midway through

the ICH pulse (at 2.75 s). This causes a large jump in NPA signal that is classically

expected and that persists after the RF. The vertically-viewing NPA only detects

perpendicular ions, so ions injected by the Right source need only pitch-angle

scatter ∼ 23◦ to be detected, while ions from the Left source must scatter ∼ 36◦. In

contrast, because they arise from effective averages over pitch angle in velocity

space, the FIDA and neutron signals hardly change when the injection angle
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Figure 6.3: Average FIDA spectra (symbols) with and without ICH for the channels
at (a) R = 195 cm and (b) 180 cm in the discharge shown in Fig. 6.2 between 2250-
2500 ms and 1700-2000 ms, respectively. The solid lines show the spectra predicted by
the FIDA simulation code for the TRANSP fast-ion distribution function calculated
in the absence of ICH acceleration. The dotted vertical lines indicate the wavelengths
that correspond to Eλ = 80 keV. The FIDA simulation only treated the portion of
the fast-ion distribution function with energies above 20 keV. Although the most
prominent impurity lines have already been fitted and removed from the spectra [25],
an impurity line at 662.15 nm still appears.
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Figure 6.4: Time evolution of (a) the injected neutral beam and coupled ICH power,
(b) the central electron temperature and the line-average electron density, (c) the
measured neutron rate and the classically expected rate in the absence of ion cy-
clotron acceleration, (d) the active charge-exchange signal from the vertical NPA
(with neutral density and neutral attenuation corrections) and (e) the FIDA density.
The more tangential Left beams are injected from 1300-2750 ms, while an equal mix-
ture of Left and Right beams are injected from 2750-4150 ms. The FIDA data are
integrated over wavelengths between 649.6-650.8 and 661.3-662.6 nm for the channel
that is centered at R = 179.6 cm. The dotted lines show the average values of the
(d) NPA and (e) FIDA data over the four time periods: Left beams and no ICH,
Left beams with ICH, mixed beams with ICH, mixed beams no ICH. BT = 1.53 T;
Ip = 1.0 MA.
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changes.

Measurements of the spatial profile are shown in Fig. 6.5. Consider first the

fourth-harmonic discharge shown in Fig. 6.2. In the absence of RF acceleration,

very little change in fast-ion pressure is expected during ICH (Fig. 6.5(a)). (The

increase in Te is modest so the slowing-down time barely increases.) Before RF, the

measured pf profile agrees with the TRANSP prediction within estimated

experimental error. With ICH, the pressure profile increases significantly in the

center of the discharge. For comparison, the relative change in the FIDA density

profile is plotted on the same graph using the before-ICH profile as normalization.

It should be noted that, because of different weighting in velocity space (Fig. 2.7),

the pf and the FIDA profiles need not be identical, although the difference in

relative shape is expected to be small in these conditions. In light of the differences

between the quantities, the agreement is excellent.

Figure 6.5 (b) shows spatial profiles in a high density, fourth-harmonic discharge

that had very little enhancement in the neutron rate [92]. As before, in the absence

of RF acceleration, no significant difference in pf is expected in the ICH and no-ICH

phases but, in this case, the fast-ion pressure profile inferred from the equilibrium

hardly changes as well. The FIDA profile (not shown) also hardly changes but has

large error bars because of the high density.

The spatial profiles for the fifth-harmonic discharge shown in Fig. 6.4 appear in

Fig. 6.5(c). Here, as in the other cases, little change in pressure profile is expected

between the ICH and no-ICH phases in the absence of RF acceleration. However, in

this case, the measured pressure profile prior to the RF is broader than predicted

classically. A likely cause of this broadening is the larger sawteeth in this lower
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Figure 6.5: Fast-ion pressure inferred from equilibrium analysis (solid line) with and
without ICH vs. normalized minor radius ρ. (a) The 4th harmonic discharge shown
in Fig. 6.2 at 2285 and 2065 ms. (b) A high-density 4th harmonic discharge at 4450
and 2670 ms. (c) The 5th harmonic discharge shown in Fig. 6.4 at 2445 and 1965 ms.
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averaged over ∼ 200 ms and Eλ = 45-75 keV; the data are normalized to agree with
the pressure profile without ICH.
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toroidal field, lower q discharge. (The q = 1 surface is at ρ ' 0.28 prior to the

sawtooth crash.) Despite this discrepancy, the enhancement in fast- ion pressure

and density associated with RF acceleration is clearly seen by both diagnostics.

Balmer-alpha light can be emitted by hydrogen atoms as well as deuterium

atoms. For central fourth-harmonic heating on the deuterium beam ions, parasitic

absorption by hydrogen at the second harmonic also occurs. Although the residual

hydrogen density in these experiments is quite low (edge spectroscopy indicates that

the hydrogen to deuterium concentration is < 1%), a dilute population of hydrogen

fast ions probably exists that contributes to the FIDA signal. Empirically, there is

no evidence of contamination of the spectrum by hydrogen. Estimates based on

calculations of the parasitic hydrogen absorption [22] indicate that hydrogen fast

ions may contribute <∼5% of the signal at Eλ > 50 keV during fourth harmonic

heating. During fifth harmonic heating, any contribution is negligible.

6.2.3 Database corroboration

The discharges from the database (§3.3) with both ICH power and FIDA data are

used to investigate systematic trends. In this study, discharges with large tearing

modes or appreciable Alfvénic activity are excluded.

When the 60-MHz ICH power exceeds 0.75 MW, the neutron rate usually

exceeds the classical prediction (Fig. 6.6). Previous studies showed that a simple

zero-dimensional model agrees well with the measured rate in quiet plasmas [18] but

not in plasmas with strong Alfvénic activity [95], so this model is used here. For the

present database, the neutron rate in discharges with ICH power > 0.75 MW have a

fit coefficient that is 50% larger than the discharges with < 0.75 MW of ICH power,

135



confirming that fast-ion acceleration is generally observed.

Figure 6.7 compares the neutron rate with the FIDA density for plasmas with

various levels of 60-MHz ICH power. As expected in light of their similar sensitivity

in velocity space (Fig. 2.7), the neutron rate correlates well with the FIDA density

for values of Eλ that correspond with the bulk of the distribution function

(Fig. 6.7(a)). Note that, although a “tail” above the injection energy is clearly

evident in the velocity spectra (e.g., Fig. 6.3), the total number of particles above

the injection energy is relatively small, so the bulk FIDA density (Eλ > 35 keV) still

correlates well with the neutron rate even when the velocity distribution is

distorted. This is not true above the injection energy, however. For large values of

Eλ, discharges with over 1.0 MW of ICH power invariably have larger high-energy

signals than predicted by the usual (no-ICH) scaling, while discharges with

0.7-1.0 MW occasionally contain a tail (Fig. 6.7(b)).

In a previous study [22], the enhancement of the neutron rate over the classically

expected level showed good agreement with a simple model of the 4th harmonic

acceleration that depends on the parameter k⊥ρf . Here ρf is the fast-ion gyroradius

at the injection energy and angle and k⊥ is estimated from the Alfvén speed vA and

the wave frequency ωRF , k⊥ = ωRF/vA. As shown in Fig. 6.8, the neutron data from

the 2005 discharges also agree well with this simple model. Note that the neutron

rate performs an effective average over the fast-ion distribution function in both

velocity and configuration space. The FIDA diagnostic also averages over much of

velocity space (Fig. 2.7) but is localized in configuration space. For the database,

the FIDA density correlates nearly as well with k⊥ρf as the neutron enhancement

(correlation coefficients of r = 0.82 and r = 0.95, respectively) (Fig. 6.8). In
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contrast, the NPA diagnostic is highly localized in both velocity and configuration

space and shows virtually no correlation with k⊥ρf (r = 0.02 for the six

measurements represented by the symbols in Fig. 6.8).

6.3 Comparison with theory

The CQL3D code [96] solves the Fokker-Planck equation for the fast-ion

distribution function. In the version of the code employed here, the wave fields in

the quasilinear RF operator Q are found using ray tracing (for the antenna

parameters in Ref. [22]). The code treats the fast-ion orbits in a zero banana-width

approximation and is run for several slowing-down times to obtain a steady-state

distribution function with and without RF. The calculated distribution function

prior to ICH resembles the TRANSP prediction but is smoother (due to the absence

of Monte Carlo noise) and is slightly narrower in pitch (due to the neglect of

finite-orbit and charge-exchange effects). To compare with the FIDA data, the

distribution functions are mapped into the coordinates used in the FIDA simulation

code [23, 26], namely F (E, p, x, y, z), where (x, y, z) are Cartesian coordinates along

the neutral beam that produces the FIDA signal. The FIDA simulation code uses F

and the computed injected and halo neutral densities in a weighted Monte Carlo

scheme to predict the spectral intensity for the nine FIDA channels. For the

classical distribution function calculated by TRANSP, this procedure gives good

agreement with the measured intensity and spectral shape in quiet plasmas (§5.4).

The analyzed case is the fifth-harmonic acceleration discharge of Fig. 6.4

(#122993). One check of the CQL3D simulation is to compare the enhancement in

the neutron rate during ICH with the measured value. The predicted enhancement
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is 1.8, while the measured value is 2.2.

The simulated FIDA spectra are similar to the measurements (Fig. 6.9) both

before ICH and during ICH. Near the injection energy (Eλ ' 50 keV), both the data

and the simulation increase by ∼ 50% during ICH. (Recall from Fig. 2.7 that the

signal at Eλ ' 50 keV originates primarily from ions with E ' 80 keV.) The

measured spectral shape during ICH is in reasonable quantitative agreement with

the CQL3D prediction: the reduced chi-squared over the energy range

Eλ = 40-70 keV is χ̃2 = 1.7. (This calculation neglects the uncertainties in the

theoretical prediction associated with uncertainties in plasma parameters, so a value

of 1.7 is acceptable agreement.) The agreement is even better if the simulated

spectra from a channel 4-cm closer to the resonance layer is selected. As discussed

below, because it uses a zero-banana width model, CQL3D predicts that the

maximum acceleration occurs closer to the resonance layer than observed

experimentally.

In order to determine the radial position of the fast-ion acceleration, Fig. 6.10

shows the enhancement of the FIDA density as a function of major radius. For the

fifth-harmonic discharge, the profile peaks about 10 cm farther out in radius than

the nominal fifth-harmonic resonance layer. The shift is similar for central

fourth-harmonic heating: an average outshift of 8 cm is observed (Fig. 6.10(b)). In

earlier work [76], the enhancement in the neutron rate was maximized when the

magnetic axis was ∼ 5 cm outside of the nominal resonance layer; this shift is

consistent with the expected kφvφ fast-wave Doppler shift, where kφ is the vacuum

toroidal wavenumber and vφ is the toroidal velocity of the injected beam ions.

Empirically, the peak in the FIDA spectrum is a few centimeters farther out than
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this.

CQL3D predicts a slightly smaller outshift than observed experimentally

(Fig. 2.2(a)). The likely explanation for this discrepancy is the zero-banana width

approximation in CQL3D. Figure 6.11 shows a collection of particle orbits that have

the correct value of vertical velocity to contribute to the observed spectral

enhancement at the major radius of maximum FIDA enhancement. These orbits

have turning points that are in good agreement with the expected resonance layer

(including kφvφ fast-wave Doppler shift). In general, because of the nature of

banana orbits, accelerated fast ions with turning points at the resonance layer must

have an average major radius < R > that exceeds the resonance layer. This simple

orbital effect appears to account for the outward shift of the FIDA spatial profile.

6.4 Conclusion

Balmer-alpha spectroscopy is a powerful technique for the diagnosis of ion cyclotron

acceleration of hydrogenic fast ions. The spectrum is sensitive to the distortion of

the velocity distribution. The spatial profile depends on the wave absorption by the

fast ions. The FIDA data are consistent with independent neutron and fast-ion

pressure profile measurements.

The various fast-ion diagnostics are complementary. General trends, such as the

dependence of fast-ion acceleration on k⊥ρf , are most apparent in a diagnostic (like

the neutron rate) that effectively integrates over all of phase space. For spatial

density profiles, effective integration over velocity space (as in the FIDA and pf

techniques) is helpful. On the other hand, for detailed information about which

portion of velocity space interacts with the waves, local measurements in velocity
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space by a NPA or similar diagnostic are best.

In light of its zero-banana width model, the CQL3D simulation is in reasonable

agreement with the FIDA data. Comparison with the finite banana-width treatment

implemented in ORBIT-RF [97] is in progress. In future work, the combination of

temporal, spectral, and spatial resolution should allow for stringent tests of

theoretical models of wave absorption. A planned experiment will investigate the

role of the accelerated fast-ion population in the stabilization and destabilization of

“monster” sawteeth.
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Chapter 7

Measurements of fast-ion

transport by Alfvén eigenmodes

7.1 Introduction

Alpha particles produced in deuterium-tritium fusion reactions may drive Alfvén

eigenmodes [98, 99] unstable in ITER and other burning plasma experiments. If

they do, the most important practical issue is the resultant fast-ion transport. Will

benign local flattening of the alpha pressure profile occur? Or will the alphas escape

from the plasma and damage the first wall? The expulsion of fast ions by

toroidicity-induced Alfvén eigenmodes (TAE) has damaged internal vessel

components in two tokamaks [100, 101]. The damage was explained qualitatively in

terms of wave-particle resonances and orbital effects but no quantitative

comparisons between the measured fluctuation levels and the expected transport

were given in these publications. In the only quantitative studies of this important

issue [102, 103], wave amplitudes an order of magnitude larger than the measured

values were needed to predict the large losses observed experimentally.

The fast-ion and instability diagnostics were coarse in these early studies,

suggesting that misinterpretation of the available signals might account for the

discrepancy. In the work reported here, however, both the instabilities and the

fast-ion response are very well characterized. Nevertheless, the calculated fast-ion

transport is still much smaller than the observed value.
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The DIII-D tokamak has an extensive suite of fluctuation diagnostics (Fig. 7.1)

with the bandwidth and sensitivity needed to detect Alfvén instabilities [104]. A

40-channel electron cyclotron emission (ECE) diagnostic [5] measures electron

temperature (Te) fluctuations, density (ne) fluctuations are measured by

reflectometry [10], beam-emission spectroscopy (BES) [9], and CO2 interferometry

[105] and magnetic fluctuations are measured by Mirnov coils. A detailed

comparison of these measurements with the mode structures predicted by linear

ideal MHD theory was recently reported [106, 107]. Both the electron temperature

and the electron density eigenfunctions are in excellent agreement with the NOVA

code [108] for the n = 3 TAE and the reversed-shear Alfvén eigenmode (RSAE). (n

is the toroidal mode number.) This chapter documents the fast-ion response to

these well-characterized wave fields.

7.2 Data

In the baseline discharge (#122117) (Fig. 7.2), 4.6 MW of 80-keV deuterium neutral

beams are injected in the direction of the plasma current into a low-density

(2× 1013 cm−3), diverted, deuterium plasma with Te = 1-2 keV. The beams are

injected early in the current ramp to produce a reversed-shear plasma with an

off-axis minimum in the safety factor q at ρqmin. (The normalized minor radius

coordinate is proportional to the square root of the toroidal flux ρ.) The beam

pressure is large (∼ 50% of the total) and the ratio of the injected beam speed to

the Alfvén speed is ∼ 0.45. At the magnetic axis, the peak of the fast-ion

distribution function occurs at a pitch of v‖/v = 0.6.

The fast-ion response to the instabilities is determined by four independent
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techniques. The primary diagnostic is the FIDA diagnostic (Fig. 7.1). Uncertainties

in background subtraction are the dominant source of error and are represented by

error bars in the figures. In this chapter, the spectra from this FIDA diagnostic are

averaged over wavelengths that correspond to energies along the vertical line of

sight of Eλ = 30-60 keV. The wavelength-integrated signals are divided by the

injected neutral density (as calculated by a pencil-beam code) to yield fast-ion

density measurements in most of the high-energy portion of velocity space [27] with

a spatial resolution of a few centimeters. The second diagnostic is the

volume-averaged deuterium-deuterium neutron rate Sn. Under these conditions, Sn

is dominated by beam-plasma reactions between the fast and thermal populations,

so the signal is proportional to the number of high-energy fast ions in the plasma.

To detect effects caused by the instabilities, the signal is normalized to the

classically expected rate due to collisional processes (as calculated by TRANSP

[12]). The third diagnostic is the fast-ion pressure pf inferred from the equilibrium

reconstruction. The absolute uncertainty in the inferred fast-ion pressure at

ρ = 0.25 is ∼ 16% and the relative uncertainty is ∼ 8%. In the fourth technique, the

evolution of the q profile provides information on the neutral-beam current drive

(NBCD) profile, which is sensitive to the spatial profile of circulating fast ions. In

addition to the evolution of qmin inferred from the equilibrium reconstructions,

rational values of qmin are also inferred from the temporal pattern of

frequency-sweeping RSAEs with different toroidal mode numbers [99].

Strong Alfvén activity occurs early in the discharge (Fig. 7.3(a)). RSAEs that

are localized near ρqmin and more global TAEs are both observed [106]. When the

frequency of a RSAE sweeps across a TAE frequency, the eigenfunctions mix [107].
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Throughout the period of strong activity, both the neutron rate and the FIDA

density are suppressed relative to their classically expected values (Fig. 7.3(b)). The

magnitude of this suppression correlates with the amplitude of the mode activity.

Figure 7.4 shows data from five similar discharges with different values of beam

power. Because of the complexity of the Alfvén activity, it is difficult to quantify

the composite amplitude. Figure 7.4 uses the amplitude of the ten strongest modes

as measured by ECE; the correlation is similar using a bandpass-filtered Mirnov

signal. These results strongly suggest that the observed reductions in fast-ion signal

are caused by the Alfvén activity.

The Alfvén activity flattens the fast-ion spatial profile. Both the FIDA density

profile and the fast-ion pressure profile from MSE are much flatter during the

strongest activity than they are later in the discharge (Fig. 7.5). Although the

pressure profile peaks as the activity weakens, it is still less peaked than classically

expected at 1.2 s. This is in contrast to the profiles observed in MHD-quiescent

plasmas, which are in excellent agreement with the TRANSP predictions (§5.4).

The FIDA spectrum is sensitive to the perpendicular energy distribution;

distorted spectra are sometimes observed during Alfvén activity and are common

during ion cyclotron heating (Fig. 6.3). In discharge #122117, however, the spectra

agree (within the uncertainties) with the spectral shape normally observed in quiet

plasmas. This suggests that the transport process changes the average

perpendicular energy of the fast ions no more than ∼ 5 keV.

In the presence of this fast-ion transport, the plasma current diffuses more

gradually than classically predicted (Fig. 7.6(a)). Two independent measurements

of the evolution of qmin are in excellent agreement. They differ markedly from the
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classical predictions calculated by special TRANSP simulations that begin with the

measured equilibrium, then evolve the current profile assuming neoclassical flux

diffusion. These simulations adjust the boundary value of the parallel electric field

to match the measured plasma current. For either of two extreme

assumptions–either classical NBCD or no NBCD whatsoever–the predicted diffusion

is far more rapid than experimentally observed because both the classical NBCD

profile and the neoclassical conductivity profile are more peaked than the actual

current profile. It is likely that redistribution of circulating fast ions toward the half

radius broadens the NBCD profile and slows the current diffusion; however,

modeling with flattened fast-ion density profiles (like those in Fig. 7.5) suggests that

an additional source of off-axis current is also required. Gradual evolution of qmin

was previously reported [109] in more poorly diagnosed discharges. In contrast, in

the discharge with lower beam power and much weaker Alfvén activity, the current

evolution is close to the classical expectation (Fig. 7.6(b)).

7.3 Comparison with theory

The strongest modes in the spectrum (Fig. 7.3(a)) have peak magnetic perturbations

of δB/B ∼ 7× 10−4. Published theoretical simulations of fast-ion transport

generally require larger amplitudes than this to obtain significant transport; see,

e.g., Refs. [102, 103, 110]. To determine if the measured Alfvén activity can explain

the observed fast-ion transport, the eleven strongest toroidal modes are matched to

NOVA linear eigenfunctions and the amplitudes are scaled to agree with the ECE

measurements. Reliable mode identification is possible for the largest 7-8 modes but

is problematic for the weakest ones or for modes with similar frequencies. For each
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toroidal mode, the strongest poloidal harmonics m are selected and a total of 151

(n,m) helical perturbations with their experimental amplitudes and frequencies are

entered into the Hamiltonian guiding center code ORBIT [111]. The initial fast-ion

birth distribution function F0 is taken from TRANSP. The particle orbits are

computed in the presence of pitch-angle scattering and the perturbed fields, then

the distribution function F is sampled for comparison with F0.

This procedure cannot account for the observed fast-ion transport. Figure 7.7

shows the change in the distribution function in the region of velocity space that

makes the dominant contribution to the measured fast-ion signals for ORBIT runs

where the mode amplitudes are artificially enhanced by a factor of five. Even with

this enormous enhancement, which is much larger than the experimental

uncertainty of <∼10%, the transport is smaller than observed. To estimate the

experimental transport, an ad hoc diffusion coefficient DB is employed in a sequence

of special TRANSP runs that hold all other plasma parameters fixed. Spatially

variable diffusion that is very large (>∼5 m2/s) inside ρ ' 0.55 and tiny outside is

needed for consistency with the measured FIDA and pf profiles. The ORBIT

simulations predict transport in the correct locations but, even with five times the

measured amplitude, the change in the distribution function is far too small. The

predicted transport is comparable to neoclassical diffusion.

The ORBIT simulation uses the strongest modes observed experimentally.

However, many weaker intermittent modes appear at lower frequencies; perhaps

these play an important role in the observed transport.
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7.4 Conclusion

In summary, four independent diagnostics all indicate strong transport of fast ions

in reversed-shear discharges with multiple TAE and RSAE modes that have

δB/B = O(10−4). In quiet plasmas, these same diagnostics agree with classical

(§5.4) and ion cyclotron (Chapter 6) theory. Moreover, similar profiles are measured

with different techniques during Alfvén activity on JT-60U [112]. The mode

amplitudes are also measured by four independent diagnostics [106]. The hypothesis

that diagnostic inadequacies account for the discrepancy between theory and

experiment is therefore excluded. Fast-ion transport is remarkably effective in

plasmas with Alfvén activity. Identification of the mechanism responsible for this

transport is an urgent task in burning plasma physics.
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Chapter 8

Conclusions

8.1 Summary

The FIDA diagnostic measures the Dα spectrum produced by reneutrals born in

charge exchange events with injected neutrals and halo neutrals. In real space, it is

a localized measurement with the observational volume defined primarily by the

intersection of the viewing line with the neutral beam. In velocity space, it is a

one-dimensional measurement. A collection of fast ions in pitch and energy space

can contribute to each specific wavelength. The dedicated diagnostic consists of a

collection lens, optical fibers, a spectrometer, a blocking bar, two camera lenses, and

a CCD camera. The main challenges of this diagnostic is to avoid the bright Dα

interferences from other neutral sources and remove the contaminants in the

spectrum. In the current system, vertical views are used to minimize the impact of

the emission from injected neutrals on the spectrum. A bar at the exit focal plane

of the spectrometer blocks the bright interferences in the middle of the spectrum.

Background subtraction through beam modulation eliminates visible

bremsstrahlung, scattered light, and non charge exchange impurity lines. The

impurity lines excited by charge exchange and halo emissions are fit and removed.

The current system has an energy resolution of ∼ 10 keV, a spatial resolution of

∼ 4 cm, and a time resolution of ∼ 1 ms. The energy resolution of the FIDA

diagnostic is primarily determined by line broadening associated with the motional
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Stark effect and the slit width of the spectrometer. The spatial resolution is

determined by the distance between the chords. The spatial resolution can be

improved to ∼ 1 cm, which is the intrinsic spatial resolution, if more chords are

installed. The time resolution is the integration of the camera. The various fast-ion

diagnostics are complementary and FIDA is a great addition to the existing

diagnostics.

It is theoretically impossible to convert the FIDA spectrum to a fast-ion

distribution function. Nevertheless, for a specific fast-ion distribution function, the

FIDA spectrum can be predicted. This is achieved through the FIDA simulation

code, which allows us to compare the FIDA measurements with various fast ions

models in different plasma conditions, for instance, TRANSP in quiet plasmas and

CQL3D for fast-ion acceleration by ICH. The magnitude of the simulated FIDA

signal is very sensitive to uncertainties in electron density profile and electron

temperature profile. A ∼ 10% uncertainty in electron density can lead to a

15%− 20% uncertainty in the simulated signal magnitude. The uncertainties in

plasma parameters are probably the primary cause of the discrepancies between

simulation and measurements. The shape of the simulated spectrum is relatively

insensitive to plasma parameters, which explains the excellent shape agreement

between the simulation and the measurement in §5.2.

The FIDA diagnostic is extensively benchmarked in quiet plasmas, where the

behaviour of fast ions is well understood. Absolute comparison between the

simulation and measurements has excellent shape agreement and reasonable

magnitude agreement confirming the validity of the Coulomb collision model in

TRANSP in quiet plasmas and the FIDA simulation code. The parametric
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dependencies of the FIDA signals are as classically expected. The neutron

diagnostic and NPA corroborate the FIDA measurements.

The FIDA spectral shape depends on the fast-ion velocity distribution. For

vertical views, the spectral shape is very sensitive to the perpendicular energy of

fast ions. Therefore, the FIDA diagnostic is a powerful technique for the diagnosis

of ion cyclotron acceleration of fast ions. The spectral shape distortion induced by

fast-ion acceleration agrees well with the simulated spectrum based on the fast-ion

distribution from CQL3D. In discharges with Alfvén activities, the FIDA spectral

shape can be distorted as a result of transport when the fast-ion velocity

distribution varies substantially at different locations.

The FIDA spatial profiles are measured in various plasma conditions. The

absolute profile is currently problematic, probably due to coarse and inconsistent

intensity calibration data for the dedicated diagnostic and the Reticon system. The

FIDA relative spatial profile, which measures the relative change at different times,

agrees very well with the simulated relative profile in quiet plasmas. During ICH,

the relative FIDA profile is in reasonable agreement with both the fast-ion pressure

profile and the simulated FIDA profile based on the fast-ion distribution from

CQL3D. In discharges with Alfvén activities, flattening of the FIDA spatial profile

is observed, which is consistent with the fast-ion pressure profile.

8.2 Lessons learned and future work

For the dedicated diagnostic, the signal level is adequate. The systematic errors

usually dominate the random errors. Consequently, stronger signal will not improve

the SNR much. However, in the high energy range (around the injection energy and
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above), the random errors can match or even dominate the systematic errors. The

high energy range becomes important while studying cyclotron acceleration of fast

ions. In this case, more signal will improve the SNR and be beneficial. The Reticon

system has a narrow slit width and low quantum efficiency detector. The signal

level is low and should be improved. Besides using a CCD camera and broader slit

width, the most effective way to increase the signal level is to equip the system with

a low f/number collection lens. For example, a f/1.8 collection lens would increase

the signal by a factor of 6 compared to a f/4.4 collection lens.

The spectral resolution of the FIDA diagnostic is primarily determined by line

broadening associated with the motional Stark effect and the slit width of the

spectrometer. Because of the limitation from the motional Stark effect, the slit

should be opened to a point where the spectral resolution induced by the motional

Stark effect is comparable to that caused by the finite slit width. This would enable

more light to be collected while there is little degradation of the spectral resolution.

The current system shows that with vertical views, the blue shift side and the red

shift side are very similar and the blue shift side has less contaminations by impurity

lines. In future designs, the blue shift side can be measured alone. As a result, a rich

set of views becomes usable as long as the emission from the neutral beam has no

Doppler shift or is red shifted. In the views comparison study, we have shown that

views should be chosen to be as close to the initial fast-ion pitch angle as possible.

The biggest challenge of the FIDA diagnostic is that the background changes in

transient plasmas, resulting in a systematic error in the background subtraction.

The background consists of visible bremsstrahlung and scattered light that is mainly

from edge cold Dα . On the one hand, the scattering should be minimized in future
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designs. A spectrometer with less scattering is preferred and the blocking bar

should be covered with more absorbent material. On the other hand, visible

bremsstrahlung and scattered light should be monitored independently along the

same sightline. Vissible bremsstrahlung can be measured at somewhere above the

injection energy where there is no fast-ion signal. The edge Dα from the same sight

line can be measured after it is attenuated by a filter. With the backgrounds from

the exact same sight line monitored, we can do dynamic background subtraction

that can dramatically improve the capability of the FIDA diagnostic.

The absolute spatial profile is currently problematic. A single system with

careful intensity calibration would enable us to measure the absolute spatial profile,

which would allow us to make more comprehensive comparisons.

CQL3D assumes zero banana-width, which might cause the discrepancy of the

comparison. In the future, ORBIT-RF with the finite banana-width will be used.

The combination of temporal, spectral, and spatial resolution should allow for

stringent tests of theoretical models of wave absorption.

The mechanism responsible for fast-ion transport induced by Alfvén activities is

unclear now. Nevertheless, the FIDA diagnostic and its companion simulation code

can provide an excellent test for theoretical models in the future.
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