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“fusion energy is 30 years away—and always will be” 
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“IT MIGHT ACTUALLY WORK THIS TIME” 



“Why Nuclear Fusion Is Always 30 Years Away?” 

ITER ($25B): China, EU, India, 
Japan, Korea, Russia, USA  

•  How to confine fusion plasmas efficiently by magnetic fields? 
►  Equilibrium maximizing plasma pressure 

►  Avoiding macroscopic instability 

►  Minimizing microturbulence transport 

Discover, March, 2016 



First-principles Simulation of Plasma Confinement 
•  ITER design relies on empirical scaling of confinement time τ 

from current tokamaks using external heating  
•  ITER ignition depend on balance between turbulent transport and 

self-heating by energetic particles (fusion products a-particles) 
•  Plasma confinement with self-heating by EP is one of the most 

uncertain issues when extrapolating from current tokamak to ITER 
•  First-principles simulations needed to extrapolate empirical scaling 

from current devices to larger ITER 
•  Particle-in-cell (PIC) simulation:                                                    

powerful tool for studying plasmas 
•  PIC suffers from numerical noises 
•  Toshi’s idea: perturbative simulation                                                                    

(so-called δf simulation method)                                            to 
reduce numerical noises 

Empirical 
scaling 



Turbulence and Transport in FRC 
•  What cause heat transport in self-organized FRC? 
•  Microscopic driftwave is expected to be unstable 

due to bad curvature of magnetic field lines 
•  PIC code GTC [Science, 1998] finds ion-scale 

modes stable in core: a big surprise! 
–  Stabilized by magnetic pressure gradient,                   

large Larmor radius, short magnetic field lines 
•  SOL driftwaves unstable with critical pressure 

gradient, agree qualitatively with C-2 FRC data 
•  SOL turbulence nonlinear spreads into core 
•  See posters by D. Fulton, C. Lau, J. Bao, L. 

Schmitz 

First Evidence of Suppressed Ion-
scale Turbulence in a Hot High-
β Plasma, L. Schmitz et al, Nature 
Communications 7, 13860 (2016). 



•  EP excites Alfven wave instabilities, which drive EP transport 
•  GTC simulation of toroidal Alfven eigenmode (TAE) verified and 

validated in DIII-D tokamak 
•  Integrated simulations of EP in burning plasmas to address nonlinear 

interactions of multiple kinetic-MHD processes  
► EP confinement property in ITER 
► EP effects on stability and                                                                                            

transport of thermal plasmas 

Integrated Simulation of Energetic Particles 

GTC 

TAE in DIII-D 
shot # 142111 
at 525ms 

DIII-D GTC 

[Z. X. Wang et 
al, PRL2013] 



Integrated Simulation Needed to Study Nonlinear 
Interactions of Multiple Kinetic-MHD Processes 

Microturbulence 

Macroscopic 
MHD instability 

Energetic 
particle effects 

Collisional 
transport 

•  Neoclassical tearing mode (NTM) is the most likely instability leading to disruption. 
•  NTM excitation depends on nonlinear interaction of magnetohydrodynamic (MHD) 

instability, microturbulence, collisional (neoclassical) transport, and energetic 
particle (EP) effects. NTM control requires radio frequency (RF) waves. 

NTM Disruption 
Threshold? 

NL dynamics? 

RF control 



•  First-principles,integrated fusion simulation 
ü ITER IMAS: Integrated Modelling and Analysis Suites 
ü US SciDAC: Scientific Discovery through Advanced Computing 

•  Collaborations: theory, experiment, applied math, computer 
science 

Mandrekas 
DOE OFES 
2017 



Large Scale Fusion Simulation Requires Supercomputing 
•  Large scale simulation requires access to and effective utilization of 

modern supercomputers with heterogeneous architecture 
•  DOE ASCR Leadership Computing Challenge (ALCC) 
•  GTC ALCC: UCI, PPPL, GA, ORNL 

GTC performance on Titan 



Optimizing Simulation Code for Exa Scale Computing 
•  GTC CAAR (Center for Accelerated Application 

Readiness): UCI, PU, ORNL, NVIDIA, IBM 
•  GTC ported to upcoming SUMMIT (200PF) &         

Tianhe-3 (1 EF): next talk by W. Zhang of IOP 

Strohmaier 
SC17 


